
International Series of Numerical Mathema<ics, Vol. 111, @1993 Birkhiiuser Verlag Basel 

Combining Direct and Indirect Methods 

in Optimal Control: 
Range Maximization of a Hang Glider 

R. Bulirsch, E. Nerz, H. J. Pesch, 0. von Stryk 

Abstract. When solving optimal control problems, indirect methods such 
as multiple shooting suffer from difficulties in finding an appropriate initial 
guess for the adjoint variables. For, this initial estimate must be provided 
for the iterative solution of the multipoint boundary-value problems arising 
from the necessary conditions of optimal control theory. Direct methods 
such as direct collocation do not suffer from this problem, but they gener
ally yield results of lower accuracy and their iteration may even terminate 
with a non-optimal solution. Therefore, both methods are combined in such 
a way that the direct collocation method is at first applied to a simplified 
optimal control problem where all inequality constraints are neglected as 
long as the resulting problem is still well-defined; Because of the larger 
domain of convergence of the direct method, an approximation of the op
timal solution of this problem can be obtained easier. The fusion between 
direct and indirect methods is then based on a relationship between the 
Lagrange multipliers of the underlying nonlinear programming problem to 
be solved by the direct method and the adjoint variables appearing in the 
necessary conditions which form the boundary-value problem to be solved 
by the indirect method. Hence, the adjoint variables, too, can be estimated 
from the approximation obtained by the direct method. This first step 
then facilitates the subsequent extension ·and completition of the model by 
homotopy techniques and the solution of the arising boundary-value prob
lems by the indirect multiple shooting method. Proceeding in this way, the 
high accuracy and reliability of the multiple shooting method, especially 
the precise computation of the switching structure and the possibility to 
verify many necessary conditions, is preserved while disadvantages caused 
by the sensitive dependence on an appropriate estimate of the solution are 
considerably cut down. This procedure is described in detail for the nu-
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merical solution of the maximum-range trajectory optimization problem of 
a hang glider in an upwind which provi~des an example for a control prob
lem where appropriate initial estimates for the adjoint variables are hard 
to find. 

1. Introduction and Survey of Numerical Methods 

Complex optimal control problems, such as those origin from applications in aero
nautics, astronautics, and robotics, can today be solved by sophisticated numerical 
methods. If the accuracy of the solution and the judgement of its optimality holds 
the spotlight, the multiple shooting method (see [3], [32], [12], [13], [28), [14], [21], 
and [17]) seems to be superior over other methods. This can be attested also by 
the complexity of the problems which have been successfully treated in the ref
erences [6), [7] (maximum payload ascent of a two-stage-to-orbit vehicle), [4), [5), 
[10) (maximum payload missions to planetoids (Vesta, Flora) or to the planet Nep
tune), [8], [9) (abort landing of an airplane in a windshear), [28] (optimal heating 
and cooling by solar energy), [29) (time optimal control of a robot), and [30) (sin
gular controls in trajectory optimization problems), to cite only a few of the many 
papers. However 1 the multiple shooting method is often assessed by users as diffi
cult to handle because not only a deep knowledge of the calculus of variations is 
required, but the user has to have also a deep insight into the physical nature of 
the problem in order to get around the obstacle of finding an appropriate initial 
guess for starting the iteration process. These numerical difficulties are caused by 
the relatively small domain of convergence of the Newton method which is built-in 
in the multiple shooting method, and augmented by the lack of information about 
the adjoint variables which one has to deal with when using an indirect method. 
Moreover, the switching structure, i.e., the partition of the optimal trajectory into 
different subarcs such as bang-bang or singular subarcs and unconstrained or con
strained subarcs, can be obtained only by applying homotopy techniques (see, e.g., 
[9)). Within such a homotopy chain, that is a family of subproblems where the 
solution of one problem serves as an initial guess for a neighboring problem, the 
computation of often some hundred boundary-value problems is required. 

These difficulties are typical for those indirect methods which solve the boundary
value problem obtained via the elimination of the control variables by means of the 
minimum principle. Other indirect methods, so-called gradient methods such as 
described in [22], [2], [11], [15), [35), and [26), use the minimum principle directly. 

In contrast to this, the optimal control problem can be transformed into a non
linear programming problem for the direct approach by parameterizing the control 
variables. The methods described, e.g., in [23], [24), [1), [18), and [20) use explicit 
numerical integration of the equations of motion, while the control variables are 
chosen from a finite dimensional space. This explicit integration can be avoided if 
the state variables are also parameterized or, in bther words, if they are also chosen 
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from a finite dimensional space. The equations of motion are then satisfied only 
pointwise by prescribing so-called collocation conditions. A description of methods 
belonging to this class can be found, e.g., in [31], [16), [34), [33), and [19). 

Among the indirect methods, the multiple shooting method has several advantages, 
for example, its outstanding accuracy and the possibility to verify many necessary 
conditions. In addition, inequality constraints and interior point constraints can 
be treated, too, and, which is of increasing interest, the method is qualified for an 
application on vector or parallel computers (see [21]). Among the direct methods, 
direct collocation has the advantage that no explicit integration must be carried 
through. Thus, this method is very efficient. 

Recently, a so-called hybrid approach was suggested (see [34) and [33)) where just 
those two methods, direct collocation and multiple shooting, are combined in the 
following way: The numerical approximation of the adjoint variables of the La
grangian of the associated nonlinear programming problem is used to approximate 
the adjoint variables of the optimal control problem; see [34] for details. This idea 
amalgamates the two classes of methods in order to benefit from their advantages 
without taking into account their disadvantages. 

The present paper describes the numerical procedure in solving an optimal control 
problem from real-life applications and discusses the benefits of this approach. The 
problem solved here describes the range maximization of a hang glider in an up
wind. Many of the numerical difficulties appearing during the process of solution 
go with the known sensitivity of this kind of flight vehicle. 

2. Optimal Control Problem: Maximum Range Flight of a Hang Glider 

The maximum range flight of a hang glider through a given thermal can be mod
elled by the following optimal control problem: The vehicle is approximately de
scribed as a point mass subject to its weight W, a lift force L perpendicular 
to the velocity Vr relative to the air, and a drag force D opposite to Vr. The 
relative velocity vector Vr is at an angle 'I} relative to the horizontal plane. Th~ 
motion of the hang glider is restricted to a vertical plane. Thus we have four state 
variables: the horizontal distance x , the altitude y , the horizontal absolute ve
locity component Vx, and the vertical absolute velocity component Vy ; see Fig. 1. 
The given thermal is assumed to have a distribution with respect to the horizontal 
distance x as given by the upward wind velocit~ ua(x), 

(1) 

where 5 R denotes the horizontal extend of the thermal (here R = 100 [m] ) 
and Uamax gives the maximal upwind velocity (here Uamax- = 2.5 [ms-1] ). A 
similar problem is described in [25) for the minimum time flight of a sailplane 
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w 

Fig. 1. Forces and velocity components. 

through a thermal of the type (1). 

Thus we have the following equations of motion, 

with 

X= Vx 1 

if = Vy ' 

Vx=2_(-Lsinry-Dcosry) 
m 

vy = 2_ (L cosry- D sinry- W) 
m 

ry=arctan("•-v:a(x)), Vr= Jv~+(v,-ua(x))', 

1 2 ( )1 2 L=cL2pSvr, D=cvcL 2pSvr, W=1ng. 

(2) 

The hang glider is controlled via the lift coefficient C£. The drag coefficient cv 
is assumed to be a quadratic function of the lift coefficient. Based on data for a 
high performance hang glider of the type Saphir 17 (see [36]), this leads to the 
quadratic polar 

with values cv0 

constrained, 

cv(CL) = cv, + kci (3) 

= 0.034 and k = 0.069662. In addition, the lift coefficient is 

C£ :S: C£ma.x := 1.4 . (4) 

Further constants are m .= 100 [kg] (mass of vehicle and pilot), S = 14 [m2] 

(wing area), p = 1.13 [kgm-3 ] (air density corresponding to standard pressure and 
temperature at a height of about 1000 m above sea level), and g = 9.81 [m s-2] 

(gravitational acceleration). 

The model is completed by the following boundary conditions where the direct 
starting and landing phase is excluded because of the difficulties in modelling them 

Combining Direct and Indirect Methods in Optimal Control 

appropriately, 

x(O) = 0 [m] , 

y(O) = 1000 [m] , 

vx(O) = VxMcC := 13.23 [m/s] , 

v,(O) = VyMcC := -1.288 [m/s] , 

I 
x(tJ) ~max, 

y(tJ) = 900 [m], 

Vx(tt)=VxMcC [m/s], 

v,(tt) = VyMcC [m/s]. 
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(5) 

A given difference between initial and terminal altitude is to be used to maximize 
the range with initial and terminal velocity prescribed. Here, VxMcC and VyMcC 

denote the components of the so-called McCready velocity, which is associated with 
the velocity of best glidillg. 

By means of the minimum principle the optimal control function can be eliminated 
in terms of the state and the adjoint variables; cf., e.g., [2]. Hence, we have 

{ 

d,'"" ·- 1 .\,. sin ry - .\,, cos ry 
C£ = L .- - 2k Av.., cos 1] + Av

11 
sin TJ 

C£max 

(6) 

where the adjoint variables satisfy the differential equations 

(7) 

with the Hamiltonian defined by 

(8) 

To give an impression of the complexity of the adjoint variables, one of the equa
tions is presented here, 

. 1 [ ( v2 .\x=- .\,, -qpS(v,-u.(x))sinry-L x 3 
m yfv~ + (v,- ua(x))2 

Vx(v - Ua(x)) ) 
-cv(cL)pS(v,-u.(x))cosry+D Y 3 

yfv~ + (v,- u 0 (x))2 

+.\,,(qpS(v,-ua(x))cosry-L Vx(v,-ua(x)) 
3 

yfv~ + (v,- Ua(x)) 2 

-cv(C£)pS(v,-u.(x))sinry-D v; . 
3
)] 

yfv~ +(vy -u.(x)F 
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· [u.(x) +u.max exp (- (~- 2.5n ( -~ (~- 2.5))] · 

The boundary-value problem is completed by the tra.nsversality conditions 

(9) 

After the transformation T := tftt of the interval [O,ttl onto [0, 1], the equa
tions (2), (7), (5), and (9) describe a two-point boundary-value problem for 9 un
knowns. Note that the final time t 1 then is an additional dependent variable 
introduced by that transformation. The right-hand side of the system of differen
tial equations depends via (6) on the sign of a so-called switching function, 

S ,_ free 
.- CL - C£max • (10) 

Thus, we have a so--called two-point boundary-value problem with switching func
tion. Alternatively, we can formulate a multipoint boundary-value problem which 
is based on a hypothesis of the switching structure. For example, if the opti
mal trajectory is assumed to have one interior constrained subarc, a multipoint 
bormdary-value problem can be stated having one additional interior boundary 
condition at both the entry and the exit point of that constrained subarc. Because 
of the continuity of the control function, the interior boundary conditions are 

cJ{ee lt=tentry = C£max lt=tentry l 
(11) 

With respect to the convergence behaviour of the multiple shooting method, the 
latter formulation is more advantageous than the formulation using switching func
tions; see [28]. Note that" it is, in this case, important to examine the solution 
of the multipoint boundary-value problem whether the sign of the switching func
tion (10) and the control law according to (6) correspond with the control law 
based on the hypothesis. See [8, 9] for techniques how to reveal and adapt the 
switching structure for problems with multiple subarcs. 

Herewith all information is provided to treat the problem by an indirect method; 
the above analysis can be omitted when applying a direct method. 

3. Numerical Procedure: Combination of Direct and Indirect Methods 

3.1 Attempt of the construction of a starting trajectory using 1nultiple 
shooting. Using the indirect approach, the most promising way to obtain a can
didate for an optimal solution of a given problem is to embed this problem into a 
family of subproblems. By homotopy techniques the solution of one problem out of 
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that family then serves as an initial guess for the solution of a neighboring prob
lem. Starting with a simplified problem, the given optimal control problem can be 
solved via the solution of a whole chain of boundary-value problems. 

For the problem under consideration, we first omit the ·control constraint (4), and 
we also neglect the upwind by setting the parameter Uamax = 0. So, the maximum 
lift coefficient C£max as well as Ua max will play the role of homotopy parameters. 
Then we have the following information about the adjoint variables Ax and Ay, 

.\x(t) = const = -1, Ay(t) = const. 

However 1 no information about Av., and Av~ is available. This poor knowledge 
of the adjoint variables causes the numerical integration to fail for both backward 
and forward integration unless the adjoint variables are properly guessed. Usually 
many attemps must be undertaken to obtain a trajectory which at least has some 
relevancy. This trajectory or may be a part of it then would provide the first 
boundary-value problem of the aforementioned family from which we could start 
the homotopy. 

3.2 Construction of a starting trajectory using direct collocation. Apply
ing the direct collocation method [33], convergence cannot be obtained for the full 
model directly. We have to apply homotopy techniques, too. For lower initial ve
locity components, here vx(O) = 11 [ms- 1] and vy(O) = -1.1 [ms-1], and for the 
simplified model where both the upwind and the constraint of the lift coefficient are 
neglected, a solution can be obtained by the direct collocation method even when 
starting the iteration with the following simple initial guess. This initial estimate 
is constituted by the linear polynomial which interpolates the boundary values for 
the state variables and by C£ :::: 1 for the control function. The McCready velocity 
components and the upwind are then introduced step by step. For the upwind 
the parameter Uamax is increased to Uamax = 2 [ms-1 ] in steps of 0.5 [ms- 1]. 

A grid of 21 equidistant points is used for the discretization of the time interval 
throughout the whole homotopy. 

Thereafter, the approximation is improved by a grid refinement; 37 non-equidistant 
grid points a·re chosen so that the error function d(r) :=maxi hi lfi(p,u,r)- p~(r)l 
with appropriate scaling factors Di > 0 is approximately equally distributed over 
the interval [0, 1] . Here, p denotes the piecewise cubic vector polynomial inter
polating the state vector and its derivatives at the grid points. The variable u 
denotes the control function, and the fi's .are the components of the right-hand 
side. The variable T := tjt f is the normalized time. We finally end up with an 
approximate solution provided by the collocation method from which an approxi
mation of the adjoint variables can be obtained according to [34) with an accuracy 
sufficient to yield convergence by the multiple shooting software package (28]. 
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Figures 2-6 show the solution obtained by the direct collocation method (dashed 
line) and the improved solution obtained by the multiple shooting method (solid 
line). The differences for the horizontal distance x and the altitude y are below 
the drawing accuracy. The approximation for the velocity component Vy shows 
the largest differences; see Fig. 5. The values for the maximum range are x( t f) = 
1201.65 [m] with t f = 96.444 [s] obtained by the collocation method and x(t f) = 
1201.63 [m] with t f = 96.438 [s] obtained by the multiple shooting method. In 
Figure 3 the grid points are marked which have been used for the collocation 
method. Figures 7-9 show the accuracy of the initial guess of the adjoint variables 
based on their relationship, according to [34], to the multipliers associated with 
the nonlinear programming problem. Instead of the graph of the constant adjoint 
variable Ay, its approximations are given here: we obtain Ay ~ -10.275 from the 
collocation method and Ay "' -10.27 4 from the multiple shooting method. 

The difficulties in obtaining the numerical solution of the problem are caused by 
the high sensitivity of the solution with respect to its initial values. A numer
ical integration of the initial-value problem associated with the solution of the 
boundary-value problem fails if the integration is carried through over the entire 
flight time interval at one stroke. However, the numerical integration of the initial
value problem can be carried through if, as in the multiple shooting algorithm, a 
series of initial-value problems is solved over smaller subintervals, where the initial 
values are always redefined at the grid points of the discretization using the ap
proximation obtained by the multiple shooting method. The different pieces of the 
trajectory then match with an accuracy of at least 5 digits. That sensitivity also 
explains why such a relatively large number of grid points is to be used when going 
over from the collocation method to the multiple shooting method. The higher 
number of grid points provides a better estimate of the adjoint variabl€·s. As a rule 
of thumb, the adjoint variables must be approximated to an accuracy of at least 
2 digits to provide convergence of the multiple shooting iteration if the problem to 
be solved is as sensitive as the hang glider problem. During the subsequent ho
motopy steps with the multiple shooting method, the number of multiple shooting 
nodes can then be decreased again. 

The question now arises when the transition from the collocation to the multiple 
shooting method should be done. Generally speaking, the transition should be done 
preferably for a simplier model. For example, the transition fails when the control 
variable inequality constraint, too, is taken into account for the solution using the 
collocation method. On the other hand, if the transition is made for a too simple 
version of the problem as in [27] where the difference between initial and terminal 
altitude is reduced to 10 [m] and where the upwind as well as the constraint of the 
lift coefficient are also neglected at the beginning, a higher amount of computation 
is needed because of the smaller domain of convergence of the multiple shooting 
method. This is caused by the smaller homotopy step sizes. Following this way, 
the step size for the first homotopy where the difference between initial and ter-
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minal altitude must be increased varies between about 10-3 [m] to about 2 [m] 
when using the multiple shooting method. In a second homotopy, the effect of the 
thermal must be then brought into the game by increasing the parameter Ua max . 

Thereby, the minimum homotopy step size is 10-2 [ms-1]. Recall the homotopy 
step size of 0.5 [ms-1 ] for Uamax when using the direct collocation method. 

3.3 Introducing the control variable inequality constraint using homo
topy and multiple shooting. From Fig. 6, we easily obtain a hypothesis of the 
switching structure: there will be only one constrained subarc when introducing 
the control constraint via the parameter C£max moderately. Some of the results 
for this homotopy are given in Figs. 10--12. The solid lines indicate the extremal 
values C£max = 2.38 (start of the homotopy) and CLm= = 1.4 (end of the ho
motopy)j compare Figs. 4 and 5, too. The intermediate values CLmax = 2.0 and 
C£max = 1.7 are given by the dashed and the dashed-dotted lines, respectively. 

4. Numerical Results: The optimal trajectory 

To complete the solution, a very last homotopy step must be performed to achieve 
the desired maximum upwind of Uamax = 2.5 ms-1

. Figures 13-17 show the 
optimal trajectory obtained by the multiple shooting method. The maximum range 
is x(tt) = 1247.60 [m], the final time is it= 98.380 [s], and the switching times 
are tentry = 23.301 [s] and texit = 33.250 [s] . The two switching points are 
indicated in the figures by the vertical dashed lines. 

The results indicate the gain of range caused by the upwind. To increase the 
potential energy, the altitude has to be increased. To stay as long as possible in 
the upwind, the horizontal velocity component has to be decreased. Comparing the 
results for the maximum range trajectory of the hang glider presented here with 
the minimum time trajectory of a sailplane presented in [25], we see that the two
dimensional model still gives meaningful results for upwind velocities considered 
here. In the sailplane problem of [25] strong upwind velocities cause a break
down of the vertical plane model. The optimal trajectory there shows a horizontal 
velocity component which is negative in the upwind and indicates that the pilot 
should gain altitude by flying circles in the thermal. This point of a model break
down is, however, not reached here. 

5. Conclusions 

Despite the superiority of the multiple shooting method with respect to accuracy 
and reliability, which is hardly obtainable by any other method for the solution of 
optimal control problems, its use is often difficult and laborious since an appro
priate guess of initial data, in particular, of the adjoint variables as well as of the 
switching points must be provided. In this paper it is shown how to overcome this 
obstacle when solving a real-life problem. By using a direct collocation method the 
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adjoint variables can be estimated from the Lagrange parameters of the underlying 
nonlinear programming problem. For problems of moderate degree of complexity, 
the approximations of both the state and the adjoint variables provided by the 
direct collocation method are accurate enough to yield convergence with the mul
tiple shooting method. At this point of investigation homotopy techniques still 
must be used to introduce inequality constraints imposed on the model. Future 
investigations will try to fill this gap to obtain also inequality-constrained optimal 
solutions by multiple shooting directly using a pre-computation with an improved 
direct collocation method. 
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