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Abstract

Autonomous robots require precise motion models to interact in their environment. Deviations from
their planned path may result in collisions or inefficient motion trajectories. Motion control underlies
uncertainties such as unknown ground, contact forces, hardware inaccuracies and hardware wear that
can be addressed by a learned compensation model to improve accuracy. While there are many proposals
for learning a motion model offline, in recent years online learning methods became more widespread.
These methods enable adaptation during runtime to compensate hardware failures or to adapt to new
terrain.
In this thesis different online learning methods were integrated into a new framework based on ROS
(Robot Operating System) for an online adaptive feedforward controller which is based on an adaptive
compensation model.
The framework was applied to an omnidirectional soccer robot and a tracked rescue robot, but is de-
signed to be applicable to other systems as well.

Kurzzusammenfassung

Autonome Roboter benötigen präzise Bewegungsmodelle, um in ihrer Umgebung zu navigieren. Abwei-
chungen vom geplanten Pfad können zu Kollisionen oder ineffizienten Trajektorien führen. Die Ansteue-
rung hängt von unbekannten Faktoren wie Untergrund, unpräziser Hardware und Abnutzung ab, die mit
einem erlernten Kompensierungsmodel ausgeglichen werden können, um die Präzision zu verbessern.
Während es bereits viele Beispiele zum Erlernen von Bewegungsmodellen auf Basis von aufgezeichneten
Daten gibt, wurden in den letzten Jahren immer mehr online Methoden vorgestellt. Mit diesen Metho-
den ist es möglich, zur Ausführungszeit ein Kompensierungsmodel zu erlernen und damit zum Beispiel
automatisch auf Defekte oder neue Untergründe zu reagieren.
In dieser Arbeit wurden verschiedene Online-Lernmethoden in ein neues Framework auf Basis von ROS
(Robot Operating System) integriert, um einen adaptiven vorgesteuerten Regler basierend auf einem
Kompensierungsmodel zu entwickeln.
Das Framework wurde auf einen omnidirektionalen Fußballroboter und einen kettengetriebenen Ret-
tungsroboter angewendet, ist aber darauf ausgelegt, auch auf andere Systeme anwendbar zu sein.
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1 Introduction

In recent years an increasing number of unmanned ground vehicles were developed for various purposes.
They are used in research, such as in the RoboCup Rescue, Soccer and @Home leagues, but also in
industry, on the consumer market and for the military. While they serve a wide variety of different
purposes, the motion control is often very similar. A precise control is difficult to achieve due to an
insufficient dynamics model and external influences like unknown terrain and progressing hardware
wear.

The thesis is about the application of learning methods to adaptive feedforward control on UGVs1.
Different types of methods are analyzed and the most promising methods were applied to an adaptive
feedforward controller that should reduce execution errors in advance.

In order to test, evaluate and apply the methods to different robot platforms, a framework enabled
for ROS2 was developed. The motivation is to treat the robot platform as a black box and adapt velocity
commands only on the robot-local coordinate frame3, assuming a potentially non-optimal model for
mapping velocity commands to motor commands.

1.1 Motivation

Precise control of ground-based robots is still a challenge. Building a good motion model requires de-
tailed knowledge of the physical properties of the robot such as friction and slippage. Additionally, a
good model is usually not sufficient to compensate in unknown environments and changing behavior of
the robot and the ground. The terrain may change or hardware wears off or even gets damaged.

Robots plan paths and trajectories to navigate in their environment without colliding with obstacles.
Diverging from the planned path may cause collisions and may increase the travel time to a destina-
tion. Trajectory updates have to be calculated regularly to ensure that the robot will reach the desired
destination.

Feedback control will help to track the desired trajectory, but they will only compensate errors instead
of avoiding them in the first place. Especially if the current state is updated infrequently or is delayed,
this can cause high divergences from the target trajectory.

Modern robot platforms have multiple sensors to estimate their current state, such as pose and velocity.
Using this state, it is possible to calculate the error between the target and actual state. The aim of this
thesis is to learn from these errors and avoid them on future movements by adapting commanded actions.

1.2 Goals

In this thesis, different methods are evaluated on two different platforms and compared in terms of
applicability, real-time performance, precision and adaptation time. The adaptation is done without
knowledge of the underlying velocity to motor model, so that the methods can be applied to any UGV.
One advantage of this principle is, that the velocity to motor model is replaceable. An improved model
enhances the overall performance, as the adaptive controller does not need to capture the errors from
the motion model and can focus on external influences like terrain or hardware wear.

The requirement for an adaptive controller, which can compensate deviations of the velocity for most
platforms, is a non-linear function approximation that can be done online on a real-time system. Com-
putational power on robots as been improved in the last years and enables more demanding methods to
be applied in real-time.
1 Unmanned Ground Vehicles
2 Robot Operating System
3 straight, sideward and rotational movement
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The results of this thesis should be usable for other robot platforms as well. ROS provides a common
base for many robot platforms. This motivates for implementation and evaluation of the methods with
ROS.

1.3 Contributions

Adaptive controllers are still an open research topic. Many methods were proposed[1] [2] [3]. Some
proposals focus on certain platforms or tasks. Others require a dynamics model of the robot. This
reduces the ability to apply the same approach directly to a different platform or task. There are also
methods based on neural networks. Though, neural networks require a lot of tuning and do not provide
incremental learning by default. Many research was done in offline learning, that can not be used for
adaptive controllers, because it is computationally too inefficient or requires remembering a high amount
of data.

Focusing on the motor model of the robot can provide more flexibility in some cases, but it can not
be directly transferred to robots with another motor configuration without much effort. Using generic
learning methods that can be used by other platforms enables a wider field of application.

It is possible to ignore motion errors of the velocity to motor model and work with feedback controllers
and higher layer adaptation, for example with path planning, but this will lower the precision. Addition-
ally, feedback controllers are less effective for systems with a high feedback delay, because the reaction
time increases.

2 1 Introduction



2 Fundamentals

This chapter describes the required basics and background knowledge in the field of adaptive control
and will introduce the robot platforms that were used for evaluation.

2.1 Unmanned Ground Vehicles

Unmanned Ground Vehicle are used in many fields like in research, industry, military and consumer
market. They can use different types of drives. Some have a differential wheel configuration with two
DOF1, others have an omnidirectional wheel configuration with three DOF. There are many different
configurations such as omnidirectional drives, which can consist of three or more wheels. A differential
robot needs at least two wheels, but could also use tracks.

An Unmanned Ground Vehicle often has odometry sensors attached to the wheels. They give a good
estimate of the wheel speed, but can not capture wheel slippage and are thus not ideal for velocity
over ground estimation. Cameras can provide a better (global) state estimation. They can be attached
externally in the environment to track the robot or locally on the robot to estimate its state in a map. For
localizing the robot while building a map of the surrounding, SLAM2 is a common principle. It works
for example with laser or ultrasonic sensors. The state estimation can be supported by an IMU3 for
acceleration and angular rate and by optical flow sensors (e.g. sensors used in computer mice).

This thesis will focus on the evaluation on two platforms, a tracked robot from the RoboCup rescue
league team Hector from TU Darmstadt4 and an omnidirectional robot from the RoboCup Small-Size-
League team TIGERs Mannheim5. Both platforms are shown in Figure 2.1.

The framework and methods of this thesis are build as general as possible to be applicable to other
robot platforms as well. This is possible under the assumption that the robot can be controlled with
forward, sideward and rotational velocity commands (e.g., (x , y,ω) in robot-local frame). A model for
mapping velocities to motor commands is left to the robot. The mapping does not need to be optimal,
but it should consider motor and wheel constraints, like pointless or harmful actions. This is especially
important for robots with more than two wheels, because wheels can work against each other. Under
the assumption that a good state estimation can be used as a reference, the adaptive controller can aim
for reaching such a reference signal.

2.1.1 Omnidirectional Soccer Robot

The soccer robot from team TIGERs Mannheim consists of an omnidirectional wheel configuration with
four wheels. The robots can move with up to 5m/s and require precise movement to make sure to avoid
any collision with one of the other 11 robots on the 6x9m soccer field.

The robots are tracked by four cameras above the field and receive global position coordinates through
a wireless link. While autonomous low level behavior such as drive commands are processed on-board,
high level decisions are taken by computers off-board. In any case no human interaction is allowed.

The wheels are not attached symmetrically in 90 degree displacement, but with 120 degree between
the front wheels and 90 degrees between the back wheels due to limited space. The robot can move in
all directions, but there is a high slippage between wheel and ground which depends on the direction

1 Degree Of Freedom
2 Simultaneous Localization and Mapping
3 Inertial Measurement Unit
4 http://www.teamhector.de/
5 https://tigers-mannheim.de/
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(a) Soccer robot from team TIGERs Mannheim (b) Rescue robot from Team Hector

Figure 2.1: Robot platforms that are used for evaluation in this thesis.

and acceleration. Using a simple kinematic model for the robot is thus not sufficient and building a
dynamics model requires complex modeling of friction and slip coefficients and estimating their values
experimentally. [4].

Dynamic models are not sufficient due to not standardized carpet and progressive wear of the robot.
That make the platform a good choose for testing the methods in this thesis.

2.1.2 Tracked Rescue Robot

Team Hector has a tracked robot platform with differential tracked drive type. Tracks induce high fric-
tions to the ground and naturally slip, especially when rotating. They operate in rough, uneven terrain
and may tackle different terrain types. The robot moves rather slow compared to the soccer robot, but
copes with sloping floor. The space around the robot is limited, thus divergence from the planned path
may result in collisions with the environment and slows down operation speed. The robot uses SLAM in
combination with an IMU for state estimation.

The different type of drive and approach of state estimation provides a good evaluation platform to
demonstrate the versatility of the presented approach.

2.1.3 State Estimation

In order to navigate through the surrounding environment, the robot has to estimate the current pose
and velocity. This can be achieved by different types of sensors. Cameras or distance-based sensors give
feedback about the global state, while odometry and IMU senors report an estimate of the local state.
Feedback from different sensors can be fused, to get a consistent overall estimated state consisting of
position, velocity and acceleration.

The quality of the feedback signal depends on the accuracy of the sensor. Odometry measures rotation
of a wheel, but wheel speed has to be converted to local robot velocity, consisting of forward, sideward
and rotational velocity. This induces errors due to slip on the ground and from modeling errors. For this
reason, the odometry sensor is considered inaccurate for measuring the real velocity.

4 2 Fundamentals



Obviously, if the state estimation is bad, the robot is not able to reduce the movement errors beyond
the errors made by the state estimation itself. A good state estimation is thus crucial for the evaluation
in this thesis.

If there is no sensor for accurate state estimation, odometry can be used as an alternative approach.
In [5] a terrain adaptive odometry for mobile skid-steer robots is presented. It uses information about
the current terrain and learns compensation coefficients to correct the odometry state. This is done by
collecting training data offline and using regression methods to estimate those coefficients. The resulting
performance depends on a good selection of training data. Unknown terrain is not covered by the model.
This method only estimates the odometry state, but not the motion model. A feedback controller can be
used to compensate motion errors, but the disadvantages of feedback controllers, described in section
2.2.1 apply here.

2.2 Motion Control

There are different approaches to react on deviations between target and actual state. The following
section will state the difference between feedback and feedforward controllers, which signals can be
controlled under which circumstances and will finally lead to adaptive control.

2.2.1 Feedback Control

A common way to compensate motion deviation is to use a feedback controller. A feedback controller
feeds the resulting state difference back into the next input command.

Figure 2.2: Overview of different types of control. The layers are sorted from easy to hard compensation and
errors will propagate from one layer to the next. Depending on how the robot is controlled, different
layers are relevant for control.

Figure 2.2 visualizes different types of feedback control in a layered overview. Depending on how
the robot is controlled, there are different types of feedback that can be used for compensation. A
manual controlled robot may not need any compensation, as the human is the only feedback source,
but if odometry sensors are available, motor speeds can be controlled. This is also possible for all
following layers. A robot may also have a reactive behavior. A well known example is a robotic vacuum
cleaner which has distance and/or haptic sensors to avoid obstacles. When the robot plans its motion

2.2 Motion Control 5



autonomously, it receives a target velocity or reference trajectory to be tracked. Given an appropriate
sensor and a state estimation, the actual velocity can be compared to the reference velocity and the
resulting error can be compensated by considering the error in execution in the next command. Tracking
a trajectory on position level may require planning with a trajectory as e.g. differentially driven robots
only have two DOF for motion control and can thus not compensate all position errors directly.

The compensation becomes harder from layer to layer and uncompensated errors will propagate to the
next layer. This thesis will focus on the robot velocity. A good feedback controller for motor control using
odometry sensors can improve the reproducibility of local velocity commands and will thus improve the
overall performance.

2.2.2 Feedforward Control

Feedback Control can only react on errors that were already done, leading to an accumulating error
regarding the reference trajectory. A feedforward controller can avoid this by feeding a compensation
term into the command using a known model. This way, the robot will avoid errors in advance. However,
this controller requires a known model for predicting the compensation term. If an optimal (or at least
good) model of the robot is known, it can be used to optimally compensate for unexpected motion errors.
This will reduce the reaction time to errors.

2.2.3 Controller Types

Both, feedback and feedforward controllers depend on good parameter selection for good performance.
An adaptive controller can estimate a selection of parameters of a given model to improve the per-
formance of the controller during runtime. Here, the performance is limited by the accuracy of the
used model. The first adaptive controllers were based on a small set of parameters to ensure stable
convergence to an optimal parameter, but advanced methods also enable an increased complexity.

Figure 2.3: Model Predictive Control scheme for a time discrete model. Source: Martin Behrendt - own creation,
CC BY-SA 3.0, https://commons.wikimedia.org/w/index.php?curid=7963069

Controllers that are based on advanced machine learning algorithms are also called intelligent con-
trollers. They include for example neural networks, Bayesian control, fuzzy control and genetic control
[6]. Some of these methods bring their own model representation and do not rely on a fixed model.
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Examples for adaptive controllers are Iterative Learning Control (ILC) [7], [8], [9], Model Reference
Adaptive Control[10] and Gain Scheduling [11]. Neural networks have also been demonstrated to be a
suitable approach for adaptive control [12].

Optimal control, in contrast to adaptive control, focuses on finding a control policy given an optimality
criterion. It uses mathematical optimization methods to find an optimal solution, given differential
equations and a cost function [13]. With a well-defined model, the system can be simulated offline and
processing time gets less relevant. The optimization can be done on a sequence of actions by using an
exploration mechanism. An adaptive controller only optimizes the currently executed commands and
has no notion of exploration, because this would disturb the currently executed trajectory.

Real systems have a delay between commanding an action and the actual execution of the action. In
addition, there is a delay in the feedback. If the control loop has a significant phase shift, predictive
control can be used to compute a command sequence that bypasses the delay. For example, MPC6 uses
a known model of the system to find the optimal command sequence to reach the desired output by
simulating the reaction of the system. Figure 2.3 illustrates the behavior of a MPC, given a reference
trajectory to track and a prediction horizon that has to be bypassed. Predictive Control is especially useful
for systems with low update rates and large delays. Additionally, a precise model must be available to
accurately predict the command sequence.

6 Model Predictive Control
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3 Related Work

The following chapter gives an overview of related work that is relevant for this thesis. It will start
with work on building motion models for UGV and sum up the disadvantages of simply creating a static
motion model. The next section outlines some work on training models offline by collecting some data
from the robot and processing it afterwards. The well known concept of Iterative Learning Control will
lead towards online learning and finally to adaptive control and some applications.

3.1 Motion Model

The most straight forward solution for improving motion errors is to improve the motion model. This
can be achieved by building an accurate dynamics model of the robot and by estimating or measuring
the parameters of such a model.

In the context of UGVs there are proposals about building a motion model. In [14], Martinez et al. used
a kinematic model for a tracked vehicle and identified parameters experimentally. The model is based
on a wheeled differential drive vehicle and contact points between tracks and ground are estimated. The
terrain is assumed to be uniform and flat. External sensors are used as reference and a genetic algorithm
is used to perform parameter identification offline. This method benefits from the kinematic model
which is rather simple compared to a dynamics model and can thus be evaluated faster on runtime. The
motion control accuracy could be improved significantly, but was only tested on one platform and with
one even terrain.

In [15], Conceicao et al. created a non-linear dynamics model for an omnidirectional robot and esti-
mated the parameters using least squares regression. Parameters of the model are viscous and coulomb
coefficients and the moment of inertia. The model is trained using measured velocity and motor current
and can thus be applied to any robot that can provide logs of current and velocity. A major issue in this
work was the quality of the sensors, especially the noise. This method was only evaluated on one type
of floor.

A more detailed analysis of a dynamics model for an omnidirectional robot, especially in terms of
sliding dynamics, was addressed in [4]. Williams et al. developed a dynamics model that covers slippage
between wheel and ground. The model was evaluated in simulation and compared to experimental data
and showed promising results. Due to the complexity of the dynamics model, they have not implemented
a real-time model. While they do not state that it is impossible to implement this model in real-time,
it shows that there is a trade-off between model complexity and computation time that has to be con-
sidered. Also, the paper states that even more work has to be done towards estimation of the friction
parameters and further understanding of the dynamics which shows the complexity of the overall model.

3.2 Offline Model Training

In the last section a more or less complex motion model was developed or used and only parameters
were estimated. This requires knowledge about the physical robot behavior. The overall performance
depends on the choice of the model. Instead of using a motion model specifically designed for the robot
platform, it is also possible to use a machine learning method to approximate a (non-linear) function.

In [16], Gloye et al. used a neural network to correct the motion errors of soccer robots from the Small
Size League of the RoboCup. Their work was based on [17], where they also trained a neural network.
Their aim was to predict the behavior of the robots based on the state and action command to overcome
the system delay. The model predicted the next velocity over ground based on past measurements and
action commands. This prediction model was then used to find the action that produces the desired
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behavior and the result was encoded in another neural Network. Both methods required offline training
and uniformly distributed data to cover the whole function space.
They showed that even with a disconnected motor, the neural networks were able to learn a corrective
model that allowed the robot to compensate the motion errors.

A similar approach was developed by Wu et al. in [18]. They used two neural networks, one for
translational velocity and one for rotation. The NNs mapped measured velocity to an action command.
This approach also required very dense training data for offline training.

Both methods show that learning a motion model for a soccer robot is possible given sufficient data
and supervised offline training.

3.3 Iterative Learning Control

All of the previously mentioned work was based on offline training. On the way towards online train-
ing, Iterative Learning Control (ILC) is a well known approach to iteratively improve control over time
[8]. The main focus of ILC is to improve the execution of a trajectory that is executed over and over
again. This is especially useful for systems like manipulators that do the same action repeatedly. Recent
examples are given in [19], [20], [21], [22] and [23]. ILC can also be applied to omnidirectional mobile
robots in the context of path following as shown in [24]. However, this only works for fixed trajectories.

Instead of optimizing a trajectory that is based on time, it is also possible to implement a spatial based
ILC system [25] that considers the position in space instead of the time. This way, the method can also
be applied to path following problems where position tracking is prioritized over elapsed time.

ILC is a very simple concept for iterative update and studied well. It is mainly designed for problems
with repeated movements, but can be combined with different methods. The concept of ILC does not
include a way of storing the learned adaptations. In its simplest form, it operates on discrete time steps
and stores the gains in a simple array.

3.4 Adaptive Control

The following sections cover different approaches of adaptive control.

3.4.1 Model Reference Adaptive Control

Model Reference Adaptive Control (MRAC), sometimes also referred to as Model Reference Adaptive
System (MRAS), is a concept for closed-loop systems with some few parameters that can be adapted
within the control cycle. The assumption is, that those parameters can converge to an optimal value.
MRAC uses the error between the output of the reference model and the actual output and to adapt
the parameters. There are different adaptation mechanisms to adapt the parameters. In [10], Pankaj
compared the MIT rule and the Lyapunov rule in terms of stability of the control system and convergence
of the tracking error to zero. MRAC is a well known concept for adaptive control of systems with
limited parameters. It is designed with a focus on stability and robustness. This method only works if
convergence to a perfect parameter set is guaranteed as it would become unstable otherwise. This makes
it less attractive to more complex systems where the behavior of the system is not known.

3.4.2 Feedback Error Learning

Feedback Error Learning (FEL) uses the feedback of a feedback controller as input to an adaptive con-
troller. The advantage of this method is that feedback controllers are well known and often already used
in existing systems. Furthermore optimization of feedback controllers is a well studied topic. It is an
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intuitive approach, especially if the feedback controller is a simple proportional controller, and is thus
not always referenced as FEL. In [3], Nakanishi and Schaal investigated FEL in conjunction with nonlin-
ear adaptive control. They developed a stability constraint for the feedback parameters under which the
system will converge to a set of parameters.

3.4.3 Adaptive Neural Networks

Passold and Stemmer showed in [26] that neural networks can be applied to adaptive control. They
used the concept of Feedback Error Learning (FEL) which uses the output of a feedback controller, such
as PD-controller, as input for the adaptive controller. An artificial neural network was trained online
using an expanded version of the traditional back-propagation algorithm. Application to a Scara Robot
arm showed improved performance over a simple PD controller. However, manual tuning of the learning
rate was required. The feedback controller is still used to capture irregularities, but the neural network
compensates general deviations.

3.4.4 Locally Weighted Learning

Locally Weighted Learning (LWL) is a category for function approximation methods where multiple
simple local models are combined to approximate a more complex function. In [27], Atkeson et al.
describe the application of LWL to robot control. The article elaborates ways to improve robot control
by learning inverse and forward models of the robot and successfully tested it on increasingly complex
examples.

In [28], Ting et al. describe Locally Weighted Regression (LWR) and present improved versions. LWR
is memory-based, meaning that it needs to remember all training data explicitly. Schaal, Atkeson and
Vijayakumar published several work about LWL and LWR [29], [30], [2]. One of the major outcomes was
Locally Weighted Projection Regression (LWPR), which does not require to remember all training data.
This is achieved by keeping a set of receptive fields with activation terms. Training data is only added, if
they provide sufficient activation. Additionally, they used Partial Least Squares (PLS) for dimensionality
reduction to enable efficient handling of large dimensional inputs by detecting the relevant dimensions.

LWPR is an incremental online learning method that builds multiple locally linear models to approx-
imate non-linear functions. As the method works incremental by design, it is well suited for online
application. The authors of this method tested their method on some examples, especially on a 30 DOF
humanoid robot shown in Figure 3.1. LWPR learned the inverse dynamics of the robot online while run-
ning on a 366MHz PowerPC processor and reached an update rate of 70Hz. Given the high dimension
of the input vector, this should guaranty online application on other systems as well.

3.4.5 Online Temporal Learning

Soh and Demiris published a library for online temporal learning (OTL) which contains two proposed
high level methods, published in [31] and [32]. The aim of online temporal learning is to learn from
time series data for continuous online improvement, especially in the context of robot systems.

Spatio-Temporal Online Recursive Kernel Gaussian Process (STORK-GP) uses a windowing approach
to build the input vector based on the current and a fixed number of past states. This should improve the
modeling of non-linear dynamics in the system. The input vector is put into a Sparse Online Gaussian
Process based on the work of [33]. The window size is an open parameter and has to be chosen manually.

Online Echo State Gaussian Process is a similar approach with the same SOGP1 method. The input
is based on an Echo State Network [34]. Echo State Networks provide a dynamic reservoir of features.

1 Sparse Online Gaussian Process
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Figure 3.1: Application of LWPR on a 30 DOF humanoid robot. LWPR learned the inverse dynamics while execut-
ing a desired trajectory repeatedly [30].

It consist of a randomly build recurrent neural network that projects the input to a fixed, larger input
dimension. The resulting output from the reservoir is used as input for SOGP.

Both methods increase the input space by increasing the number of features and thus potentially
improve prediction. This is useful, if the system can not be modeled with a single input due to its
dynamic behavior. However, it increases the problem size, causing a higher complexity which may lead
to slower learning speed and higher processing time.
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4 Adaptive Feedforward Controller

In this chapter, the theoretical background of the developed adaptive feedforward controller is presented.
It will start with some considerations that were taken during the development, like model representation
and input and output data. The chapter will then continue with the architecture of the controller and
conclude with summaries of the methods that were implemented.

4.1 Architecture

Figure 4.1 shows the basic structure of the adaptive feedforward controller. The input to the compen-
sation learner consists of multiple components, described in section 4.3. The controller will query the
internal model for an action compensation and return it. The action compensation and target velocity
are summed up and send to the robot. The robot uses its own internal dynamics or kinematics model to
map the velocity commands to motor commands. It is treated as a black box. The measured velocity is
back-propagated to the controller and used to update the compensation model asynchronically.

Figure 4.1: Basic schema of the adaptive feedforward controller

4.2 Inputs and Outputs

There are different possibilities to represent the motion model. They differ in their input and output
parameters and have different properties for learning and execution.

The simplest approach is a forward model that maps the current state and given action to the resulting
state:

f f orward : [state, act ion]→ [nex tState] (4.1)

This way, the behaviour of the system can be predicted and updating the model is straight forward.
State, action and nextState can be measured and directly used for the update. However, the aim of the
motion model is to get an action. The model will not derive a required action as it only predicts the
behaviour of the system. Given that the model is complete, namely valid for all possible state/action
pairs, an optimizer can be used to find the optimal action to reach the desired goal state. The input state
is given and the nextState is the target state. The action input can be adapted until the model returns
the desired target state. Depending on the non-linearity of the model and the availability of a gradient,
this can require much computational resources. Additionally, the initial assumption of a model is usually
not given for an adaptive model, because it is not necessarily complete. It can only model behavior for

13



which data has been seen. One option to tackle this problem is to use an existing model to prepare the
model by training it with uniformly distributed input/output data from the existing model, which may
result in a long initialisation phase. Another drawback is that the model must reflect the existing model
as well as the adaptive compensations, which may require more sophisticated methods than learning
only compensating actions.

Instead of learning the forward model, the inverse model could be used. It will map the current state
and the target state to an action:

finv erse : [state, tar getState]→ [act ion] (4.2)

This motion model can directly be used to retrieve an action, given the current state and target.
However, if the motion model was trained with insufficient data, the input space is partially undefined.
Basically, the robot can only execute actions, that has been executed before, which is not suitable for
online adaption methods.

The third type of model only learns a compensating action given the current state and a target state:

fcomp : [state, tar getState]→ [compensatingAct ion] (4.3)

This compensation model can be used in combination with an existing model. The existing model
provides initial forward kinematics/dynamic and thus only remaining model errors have to be covered
by the learned compensation model which significantly simplifies the learned model complexity and may
thus enable more complex representations of the compensating action. The learner can be initialized
such that it returns zero if no data was previously given. This will enable stable movements in situations
where no data has been collected yet. The major issue of the compensation model is that the action
compensation is unknown. It can not be directly read from the sample data. The solution is to use a
mapping function that produces a compensation term based on the difference of the current state and
target state. The mapping function could be for instance a PID-controller. Multiple iterations over the
same state may be required to converge to the optimal action compensation but it cannot be guaranteed
that the mapping function updates are stable as for instance oscillations can occur. However, this type
of model was selected for the adaptive controller, because it suits the purpose of an adaptive controller
best.

4.3 Components of the Input

The input of the model can consist of multiple components. Application of different learning methods
showed that the input has major influence on the stability and accuracy of the overall controller. If the
target function is not injective, the learner can not distinguish the outputs and will do at most a best
effort to approximate an average output over all possible outcomes.

The first possible component of the input is the target velocity for each dimension. It is possible to
learn a model, given only this target velocity. This will ignore any dynamic behaviour which is based on
the current velocity or acceleration of the robot.

The dynamical behavior can be covered as well. First, the target acceleration can be used as additional
input as well. The acceleration can be calculated from the last two target velocities. The dynamic
behavior depends on the current acceleration and velocity of the robot which must not be equal to the
target velocity, especially if no compensation term was learned. Considering the current velocity can
thus improve the overall input. In [35], Behnke et al. propose an alternative approach which provides
the acceleration indirectly by the use of a history of velocities that can provide more information about
the current situation of the robot, because the derived acceleration from multiple velocity measurements
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must not be necessarily constant. In the case of noisy acceleration estimates, using multiple velocity
measurements avoids the use of the acceleration estimates in the first place. The acceleration can be
indirectly derived by the learner using the history of velocities. The disadvantage of this approach is the
increase in the input dimensionality.

Each dynamic system has a phase shift between commanding an action and receiving the resulting
reaction. At the time of the action generation, only a velocity from past is known. If the phase shift is
getting too large, the current velocity may not be appropriate to determine the next action anymore. An
adaptive controller is particular suitable for systems with large phase shifts, because the time until the
controller can react on errors increases and the importance of an optimal command increases. If the
phase shift is small, a feedback controller could be sufficient.

State prediction is another suitable approach to tackle high phase shift systems, e.g. by using a Kalman
filter[36] or a Smith Predictor [37]. A good state prediction requires a well-known system behavior,
especially in case of large phase shifts, but if the system behavior would be known, there would not be a
need for an adaptive controller, so a good prediction can not be provided.

Furthermore, the current state is also prone to noise. The learner will propagate noise from the input
to the output, so the commanded actions will not be smooth. In contrast, if commanded actions are
based on smooth trajectories and the input only contains target velocities and accelerations, the outputs
of the learner will also be smooth, because there is no noise that could be propagated to the output
vector.

4.4 Function Approximation

There are different ways of representing the model internally. The model can be seen as a function with
inputs and outputs that has to be approximated. Different machine learning methods can be used for
this function approximation.

First, there are some assumptions to the representing function. The function should return a compen-
sation term. The initial assumption is, that no compensation is required. Given no data, the function
should thus always return zero. If data is available, but does not cover the current input, the function
should still return approximately zero.

A naive way of representing the function is a look-up table. The input space is uniformly split into
discrete chunks. Accessing and updating the table has constant complexity. The disadvantage is, that
the table requires a lot of memory and does not scale for higher dimensional problems. Additionally, it
does not generalize to neighboring inputs by default. This could be solved by interpolation methods, like
linear interpolation or multidimensional Hermite interpolation [38]. In the classical Iterative Learning
Control principle, a discrete model is used. Given a low dimensional input space and a small task that is
repeated multiple times like executing a fixed trajectory, the look-up table is sufficient.

A more efficient way to represent the model is using a mathematical function with parameters. This
can be a simple polynomial or even a dynamics model of the robot. Training samples are used to update
the parameters to fit the function through the training data. This can be done by applying optimization
methods.

Advanced machine learning methods bring their own model. There are for example neural networks,
which consist of multiple connected neurons. Gaussian Process uses all training data to build a kernel
which is basically a large N x N matrix where N is the number of training samples. LWPR creates receptive
fields that are added and pruned based on their activation. The individual receptive fields are simply
linear functions.

Most methods are Multiple Input Single Output (MISO) methods. They can deal with multivariate
input, but only with one dimensional outputs. In this case, one model is needed for each dimension.
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4.5 Mapping from Error to Compensation

For the update of the compensation model a set of input and output is required where the output is the
desired compensation value which needs to be approximated. The initial compensation value does not
need to be optimal. The learning methods can adapt the compensation term continually. It is sufficient if
the compensation term converges towards the optimal value. The framework is designed to use different
methods of determining the compensation term, but only one methods was implemented.

When an action request is received, the input vector is generated and a compensation term is queried
from the learned model. The input vector, target velocity vtar get and compensation term clast is queued
for synchronization with the reference velocity vre f erence and the requested action is returned immedi-
ately. As soon as the corresponding reference state is received, the compensation model can be updated
with a new compensation value:

cnew = clast + k(vtar get − vre f erence) (4.4)

where vtar get and vre f erence are the before mentioned synchronized velocity vectors, k is an optional
parameter for controlling the adaptation speed defaulting to 1 and clast is the compensation value men-
tioned above. The new compensation term cnew is used in conjunction with the stored input vector to
update the compensation model. To avoid harmful compensating actions, a configurable limit is applied
to the compensation term.

This update scheme is similar to a P-controller where k is the proportional gain, but the major dif-
ference is the recursive formulation that can be compared to the update formula of Iterative Learning
Control. Further formulations of a steady linear controller could be added to Equation 4.4, such as a
derivative and integral ratio. However, it is difficult to determine a good set of parameters, because the
underlying system behaviour is unknown. Additionally, a steady linear controller depends on time, but
the compensation update depends on the input vector. Calculating a derivative or integral would require
the compensation model to depend on time as well, which is not possible without further investigations.

4.6 Implemented Methods

The following sections will describe the methods that were implemented for the adaptive feedforward
controller and explain the theory behind the individual methods.

4.6.1 Locally Weighted Projection Regression

LWPR is an incremental online learning method and was already covered in section 3.4.4. The main
idea behind LWPR is to use multiple locally linear models to approximate a nonlinear function. Using
statistically sound stochastic cross validation, it can automatically update the receptive fields of the local
models which determine the corresponding local model for an input vector.

The authors of LWPR have published their reference implementation, written in C. It comes with
wrappers for C++ as well as Matlab that were maintained and improved over the last years. This library
was used for the adaptive controller as a compensation model. The documentation provides a list of
properties to determine if LWPR is suited for a given problem (emphasized in italic): [39]

The problem must be non-linear, otherwise, linear regression would be more efficient. However, a
linear problem is obviously covered as well. For the adaptive controller the compensation model is
assumed to be possibly non-linear, thus this property suits the controller well.

A large amount of data is required to achieve reasonable performance. Duplicate data entries support
the learning process because the internal confidence measures can be updated. Regarding the docu-
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mentation a huge dataset with at least 2000 samples is required. For this reason the first robust model
approximations can be estimated after 20 seconds when the controllers runs with 100Hz.

The problem must be incremental and online as for not time critical problems better suited batch
training approaches exists. Incremental update means data entries are added one by one, not in batch
chunks. In an online problem new data is added continually during runtime and predictions can be done
on the current state of the learned model. Those properties are one of the main reasons for using LWPR
with the adaptive controller.

Although the input space may be high-dimensional, many dimensions can be ignored. LWPR generates
local models for relevant dimensions only. For the adaptive controller, the dimension depends on which
inputs are chosen, as described in 4.3. The controller is designed in a way that custom states can be
added to the input, i.e. the robot pose or terrain properties.

Finally, LWPR can deal with models that require adaptation over time. It has a build-in forgetting
factor and can adapt regression parameters without rebuilding the local models. This is a very important
property for the adaptive controller. Due to the nature of the model, the action compensation will not be
perfectly match the model after the first samples, but will change over time and converge to an optimal
value.

The library of LWPR is designed to estimate as many hyperparameters as possible automatically, but
providing good initial values can help improve the performance. Many default parameters could be left
untouched, because normalized data is used for training. One of the most important parameters is the
initial distance metric which influences the amount of receptive fields that are generated. A receptive
field is one linear model that covers a certain area of the input space. A small value generates less
receptive fields at the cost of possible local minima, a large value generates more fields but tends to
overfitting. Experiments showed good performance with values of 50 and 100. The build-in update
mechanism optimized these hyperparameters further based on these initial values.

Another important set of hyperparameters are the forgetting factors for which an initial and a final
value can be specified. New receptive fields will be initialized with a lower value, so it can be adapted
more quickly for better fine tuning. With more data, the factor will be increased up to the final value.
With the default parameters, the adaptive controller reacted very slowly to changes in behavior, so
smaller values were chosen.

The other parameters showed no measurable effect as the internal optimization mechanism already
optimized them well.

4.6.2 Sparse Online Gaussian Process

Gaussian Process Regression (GPR) is a non-parametric regression method that can approximate (multi-
variate) non-linear functions [40]. It is based on probability distributions, which has the advantage that
the uncertainty can be given for any prediction. GPR uses all training data and puts them into a kernel.
This makes the complexity of the prediction cubic in the number of training samples [41]. The method is
thus not feasible for large amounts of data and in general not applicable to online learning approaches.

There are different approaches to improve efficiency of Gaussian Processes. In [33], Csato and Opper
developed a Sparse Online Gaussian Process (SOGP). Using a Bayesian online algorithm and by sub-
sampling relevant data from sequentially arriving training data, they build a sparse kernel with relevant
basis vectors that only cover relevant data. It is updated incrementally and can thus be used for online
learning. Due to the sparsity of the kernel, the processing time is reduced significantly compared to
standard GPR.

A slightly different approach was introduced by Nguyen-Tuong et al. [42]. They present a method
called Local Gaussian Process (LGP). LGP uses multiple local GPs instead of a single large one as calcu-
lating the inverse of the covariance matrix is expensive for large datasets due to cubic complexity. Having
small local models with limited samples reduces the computational cost significantly. Old data can be
removed by its entropy, similar to the SOGP method.
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The article also compares LGP with standard GPR, SVR1, OGP and LWPR on common test datasets.
The results show that LGP outperforms LWPR and OGP in accuracy. The computational cost is lower than
for GPR, but significantly higher than for LWPR. Unfortunately, the article does not give any comparisons
about online learning between LGP and LWPR. The results for online learning for LGP look promising,
though.

A third approach with example applications is introduced in [43]. Ranganathan et al. exploit the fact,
that the Gram matrix within a GP model is typically sparse. Using an efficient algorithm for updating the
Cholesky factor of the Gram matrix, the update time can be reduced to linear complexity with respect
to the size of the Gram matrix. The method was successfully tested with a 3-D head pose estimation
system. However, the method is designed to use all training data for each update iteration and will thus
not work for unlimited numbers of updates and therefore the processing time will steadily rise with the
number of recorded data samples.

Local Gaussian Process and Sparse Online Gaussian Process, suite the purpose of the adaptive con-
troller. Soh published a library called Online Temporal Learning 2 which includes an implementation of
SOGP based on [33] from Csato and Opper. The implementation of SOGP was written in C++ with a
strong focus on code efficiency, so it was selected for use in the adaptive feedforward controller.

4.6.3 Spatio-Temporal Online Recursive Kernel Gaussian Process

Soh also published an advanced method based on SOGP, the Spatio-Temporal Online Recursive Kernel
Gaussian Process (STORK-GP) method [32]. STORK-GP uses a temporal window that is filled with the
most recent inputs. This increases the input space and enables improved coverage of temporal dynamics,
but in cost of the increased dimensionality. The approach is basically the same as discussed in section
4.3, where past states or targets were added to the state.

Experiments showed, that a larger input space does not decrease the RMSE significantly, but perfor-
mance and stability decreases. The STORK-GP method was thus not considered for detailed evaluation.

4.6.4 Recursive Least Squares

Recursive Least Squares (RLS) is an iterative version of linear least squares regression [44]. The problem
statement is

y(x) =
N
∑

i=0

wi x i (4.5)

where N is the input dimension, w is a weight vector that has to be optimized, x is the input vector and
y the output scalar. The RLS algorithm minimizes the squared error of incrementally arriving samples by
updating the weight vector. Incremental update of only one sample vector makes the optimization faster
compared to linear least squares, because a matrix inversion drops to a simple division. A forgetting
factor (λ) is used for robustness against noise.

The advantage of this method is its simplicity and efficiency. It has constant prediction and update time
and can be implemented in a few lines of code. However, the model can only cover linear dependencies
between inputs and outputs and will thus not work well for non-linear models.

The OTL library used for the SOGP method contains an implementation of RLS which is also used for
more advanced methods and is thus used in the adaptive controller. This ensures better comparison with
the other methods.
1 Support Vector Regression
2 https://bitbucket.org/haroldsoh/otl
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4.6.5 Online Echo State Gaussian Process

Online Echo State Gaussian Process (OESGP) is another approach by Soh and Demiris that is based on
SOGP [31]. While STORK-GP increases the input dimension using a window of past states, OESGP uses
an Echo State Networks (ESN) based on the proposal of Jaeger [45].

An Echo State Network uses a randomly build recurrent neural network, forming a dynamical reservoir
of states. Instead of training all weights, only the output weights are trained. This can be achieved using
linear regression, making the training fast.

OESGP is an online learning method. Instead of simple linear regression, it uses Recursive Least
Squares Regression to train the output weights. The dynamic reservoir serves as a model for non-linear
approximation which enables approximation of non-linear functions.

One of the disadvantages of OESGP is the performance dependence on the random initialization of
the ESN3, leading to non-deterministic results which can either be good or bad. This makes the method
impractical at the moment, until a way is found to determine a good initial RNN4 automatically.

4.6.6 Neural Networks

Neural networks are originally not designed for online application. In section 3.4.3 some references were
presented that show that neural networks can be applied to adaptive controllers.

Neural networks are very powerful, but they have to be configured manually before. A neural network
consists of an input, output and multiple hidden layers. The number of neurons in the input and output
layers is determined by the input and output dimensions, but the hidden layers can have arbitrarily many
neurons. The number of connections between neurons and the schema that is used for connections is
basically also flexible, but depends on the training algorithm.

Neural networks are usually trained with a batch data set, but iterative update algorithms have been
investigated in recent years. In order to test the performance of neural networks for the adaptive con-
troller, a small neural network was created using the FANN library5, a fast library for artificial neural
networks written in C that also provided iterative training algorithms.

Evaluation of the FANN learner showed, that it could adapt to recent updates, but it was not able to
build a model that captured individual situations, because with each training step, it adapted all weights
without any respect to old data. It basically acted as an improved feedback controller, but missed a
notion of remembering training data.

A small neural network roughly corresponds to RLS6 and with increasing size, it tends to be similar to
OESGP7. However, the standard neural network turned out to be impractical for the adaptive controller.

3 Echo State Network
4 Recurrent Neural Network
5 http://leenissen.dk/fann/wp/
6 Recursive Least Squares
7 Online Echo State Gaussian Process
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5 Framework Implementation

The main framework is based on ROS and written in C++. Additionally, an independent framework was
implemented in Matlab to evaluate the methods first. It also includes methods for preparing input data
and evaluating sample data from experiments. The following sections describe those frameworks, their
components and compare their advantages and disadvantages.

5.1 MATLAB

In the first phase of this thesis, Matlab was used to evaluate some first ideas and test methods. Matlab has
the advantage, that testing and debugging is much simpler and tools for data processing and visualization
are available.

A simulator was written that simulates an omnidirectional and a differential robot step by step. The
simulator was then used to test some methods like Iterative Learning Control and LWPR, which was
available as a Matlab binding. There is also a wrapper that connects to the adaptive controller library to
execute the learning methods that were developed later in C++.

5.1.1 Generation of Reference Trajectories

Matlab was also used for generating trajectories for the evaluation. The comparison of different meth-
ods required a repeatable experiment. Additionally, the controller will only work well, if the velocity
commands are physically executable.

The first approach were bang bang trajectories that work with constant accelerations, but analysis of
the robots behavior showed that discontinuities in the acceleration can not be executed. For this reason,
trajectories were generated that have a smooth acceleration, either by using jerk-limited trajectories or
by using trigonometric functions that are differentiable infinite times.

The results can be seen in chapter 6.

5.1.2 Evaluation of Recorded Data

The evaluation of the adaptive controller was a very important part of the thesis, so much effort was
spent to capture as much data as possible and to create a tool that visualizes all data.

In the ROS framework, there is a node for exporting all relevant data into text files. This includes
the current state and action commands as well as debugging data of the adaptive controller, like action
compensation, processing time and specific data from individual methods.

All data can be loaded into Matlab structs for easy processing. Additionally, scripts were developed to
visualize all data in different plots. This made it much easier to understand the behavior of the controller
and to compare the performance of different methods.

5.2 ROS

The Robot Operating System is a robot middleware that provides an infrastructure and tools for use with
robots. As a common platform, it also helps in sharing common modules and reusing already existing
code. The code is split into packages and a common build system ensures that dependencies are resolved.

Communication between components is done by communicating via network sockets. Each component
is a node which can advertise topics where it will publish data and other nodes can subscribe to this
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topics. The data is encapsulated into messages that are created using simple text files and generated into
code for different programming languages (LISP, C++, Python).

5.2.1 Package Overview

The following sections give an overview of the package structure of the framework and the communica-
tion between the packages and nodes. Afterwards, some details about the packages are outlined.

Adaptive Feedforward Control

Figure 5.1: ROS package overview for the adaptive feedforward controller. The green (prefixed with affw_) nodes
are part of the controller, while the packages in Affw-Wrapper include the platform specific part of the
controller.

The package structure of the adaptive feedforward controller, abbreviated “affw” (adaptive feed-
forward), is shown in Figure 5.1. The packages prefixed with “affw_” and highlighted in green belong
to the controller project and are independent of the robot platform. Each platform needs an additional
node for calling the controller with the desired input. Those nodes are included in the packages within
the Affw-Wrapper box, namely for the robot soccer robot (ssl_robot) and for the tracked rescue robot
(hector).

The connections between the packages show the communication among the nodes of each package.
The text at each arrow indicates the topic name followed by the message type. The message types from
geometry_msgs and nav_msgs are part of the ROS library. This should make it much simpler to integrate
the controller in different platforms.

Input Source
The data flow is initiated at the input source. For testing and evaluation of the controller, two input

sources were developed. The affw_joy package connects with a gamepad and sends a stamped velocity
to the wrapper nodes. The joy package, provided by ROS, only sends simple twist messages, but the
affw wrapper nodes require a twist with timestamp. Additionally, the node uses given velocity and
acceleration limits to produce a smooth output velocity without jumps in the target velocity which could
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not be executed by the robot and would not be ideal for the adaptive controller.
The affw_traj package includes a node that reads a trajectory from a CSV1 file and executes it. The
trajectory can be generated using several Matlab scripts, as described in section 5.1.1. It can do multiple
iterations and can turn off the update of the controller model to evaluate the current performance of the
learned model to ensure that the model remembers a certain timespan. In real world experiments the
space where the robot can operate is limited. For this reason, the node can also let the robot drive to an
initial starting position before each trajectory execution. Driving to the goal position is outsourced to the
move_base package which is also part of the ROS library

Affw-Wrapper
The affw-wrapper nodes have to convert the current state of the robot into an affw-format, as the state

can contain arbitrary information. The affw-state is divided into the current velocity which is used by
the controller as reference to the target velocity and into some optional data fields with fixed dimension
which can be used for example for pose or terrain. The dimension of the target and reference velocity
has to be the same, but can have an arbitrary dimension. In the case of the two given robot platforms,
the state is acquired through the /odom and /state topic which publish robot velocities in the robot local
frame.

The affw controller provides a service call for getting the action compensation. An action request takes
as input the affw-state type described above, filled with the target velocity and custom state data. The
current state is transferred to the controller asynchronously.

Affw-Controller
The affw_ctrl package is the heart of the controller. The corresponding node receives the action

request, generates the input for the model based on the current robot velocity, target velocity and target
acceleration or a subset of these. The input is used to determine the action compensation from the
learned model and returned to the caller.

Before the action compensation is returned, the target request is put into another message, consisting
of the input and output data and is send to a synchronization node. Due to asynchronous messages for
action request and state and a possible delay between those two messages, it is necessary to synchronize
both messages according to their timestamps. This ensures that corresponding measured and target
velocities are compared. The synchronization node returns the pair of state and target back to the affw
controller. The data is then used to update the learned model.

Data Export
For debugging purposes, the target request is updated after updating the model. It also includes the

new action compensation that was used to update the model and the reference velocity (the synchronized
state) afterwards. This message is send to an export node that collects all message data and exports it
together with current global and local robot position and velocity.

The affw controller also measures the time for getting a compensation from the model and for updating
the model and exports the processing time to the export node as well. The exported data is stored in
simple text files in the CSV format and can be plotted using any common plotting tool. For this thesis,
several Matlab scripts were developed to further analyze the data. This is described in more detail in
section 5.1.2.

SSL Soccer Robot

The SSL soccer robot was not integrated into ROS before. The robots from the Small Size League of the
RoboCup are not designed to operate autonomously, but are controlled by a central AI2 software running

1 Character-separated values
2 Artificial Intelligence
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(a) Packages for simulated SSL Gazebo robot (b) Packages for real SSL robot

Figure 5.2: ROS package overview for soccer robot

on a regular computer. The real robot was integrated into ROS and a simulation model was developed
for testing purposes.

Real Robot
Figure 5.2b gives an overview of the packages that were developed to integrate the robot into ROS. The

position of the robot is tracked by cameras above the field. An external software called SSL vision3 pro-
cesses the images and sends unfiltered coordinates via multicast into the network. The ssl_robot_vision
package includes a node that receives the raw position data and transforms it into an Odometry mes-
sage. As the data is noisy, especially when differentiating the position to get the velocity, there is another
package, ssl_robot_vision_sumatra, that receives the vision data from the AI software (called Sumatra)
from TIGERs Mannheim which applies an extended kalman filter and uses the rotation reported by the
robot that is based on an onboard gyro.

The target velocity is send to the robot using the standardized shared radio protocol4 of the Small
Size League. This protocol is also implemented within the AI software Sumatra which includes a simple
simulation that was also used for evaluating the methods in a controlled environment.

Simulated Gazebo Robot
During this thesis, a SSL robot model for the simulator Gazebo was developed, which is described

in more detail in section 5.3. Gazebo is the standard simulator for ROS and integrates well into ROS.
Figure 5.2a shows the packages for integrating this robot into ROS. The package ssl_robot_description
includes the URDF5 definition of the robot and ssl_robot_gazebo provides scripts for creating a Gazebo
world and spawn the robot into this world.

The p3d plugin provides ground truth data of an object in Gazebo and publishes it as an Odometry
message. Finally, the robot is controlled using ros_control which provides interfaces to the joints of
the robot model and implements PID controllers to control the wheel speeds. The ssl_robot_control
package also includes a node that transforms velocity commands into motor speeds and sends them to
ros_control.

Common Packages for Soccer Robot
In Figure 5.3 two packages are illustrated that are used for the real robot as well as for the Gazebo

robot. The 2dnav package uses move_base6 to move the robot to a goal.
The transformation package is used to transform the global state from the vision system to a robot local

velocity which is required by the learner. Additionally, it publishes transformations that are required by
some other packages.

3 https://github.com/RoboCup-SSL/ssl-vision
4 https://github.com/RoboCup-SSL/ssl-radio-protocol
5 Unified Robot Description Format
6 http://wiki.ros.org/move_base
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Figure 5.3: Common ROS packages for the soccer robot

5.2.2 Sampling

Multiple methods should be compared against each other in this thesis. Adaptive controllers can not be
applied to offline data, because they work iteratively and require that intermediate results are directly
applied to the robot platform. In order to compare different methods, each evaluation has to be compa-
rable. For this reason, trajectories were developed that can be executed repeatedly using the affw_traj
node, introduced before.

All iterations are recorded with the affw_export node. Matlab scripts allow detailed analysis of the
evaluations, like comparison between trajectory and actual velocity and position, improvement over
iterations, processing time of the learning methods and comparison of different methods by RMSE7.

5.2.3 Time Synchronization

The controller runs asynchronically. It receives action requests and returns the action compensation
immediately without waiting for the current state to keep the roundtrip between action request and
action response low. The current state of the robot is received separately and needs to be synchronized
with the action state. Different approaches were implemented.

The input of the action compensation model can consist of multiple components. The target velocity
is a parameter of the request and can directly be used as input. Additionally, the target acceleration can
be computed from the last two target velocities. Custom states like robot pose are also passed directly.

The robot state is just the reference velocity and serves for two purposes. First, it can be used as
additional input, as described in section 4.3. In this case, the state must be synchronized with the action
time. There are multiple ways to do this. The aim is to have a constant time offset between state and
action timestamp to ensure a consistent input. So the first approach was to detect and remember the
maximum time offset between action and state. This offset is used to perform linear interpolation based
on a state history. This approach has a fixed delay, but the state may be delayed significantly and may
thus not be relevant as input anymore. An alternative approach is to calculate the average time offset.
This is not constant, but is more robust against delay peaks. However, the delay can still be too high. To
reduce the delay, the state can be interpolated into the future up to the time when the next action must
be generated. The state may be more relevant as input, but is not guaranteed to be correct. Especially
for states with high delays, such as 200ms for the soccer robot, the predicted state can be significantly
differ from the real state.

As pointed out in section 4.3, using the current state as input is not very promising anyway, mostly
because of the before mentioned synchronization and delay problems.

The state is also required to calculated the deviation between target and reference velocity for adapting
the action compensation. A correct synchronization is even more important for the reference state.
There are two cases to be considered when comparing reference and target state having a significant
time offset. If the reference state is too old, it can never match the target causing in worse case the

7 Root Mean Squared Error
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action compensation to wind-up continuously leading to unstable behavior. If the reference state is in
the future, the system will be artificially delayed through the action compensation.

To ensure correct synchronization, two steps can be performed. First, each action request and refer-
ence state can be synchronized by their timestamp. This ensures, that target and reference state have
approximately the same timestamp. Unfortunately, the timestamp of the reference state is not necessar-
ily correct. For the soccer robot, the timestamp represents the time, when the state is received, not the
actual time when the state was captured. Thus, a custom offset needs to be added to the timestamp to
ensure that the state fits exactly the target.

An automatic estimation of the time offset is possible such as cross correlation which is used in signal
processing to determine lag between two signals. Experiments with offline data showed that the time
offset can be correctly detected using cross correlation. However, the success depends on the currently
available data. For online detection, cross correlation could be done on a sliding window of the latest
data. The window needs to include a trajectory with sufficient features to detect the delay correctly.
Additionally, before the compensation model has corrected the reference state, target and reference
must not match. Dynamical behavior like inertia may even delay the reaction of the robot, which can
be compensated too, causing the delay detector to find a larger time offest and the compensation model
would not be able to compensate this type of behavior anymore.

5.3 Gazebo Simulation for Soccer Robot

A simulation of the robot is useful for evaluation, if the robot is not available and for quick and save
tests without damaging the real robot. While the rescue robot was already fully integrated into ROS and
Gazebo, there were no packages for any omnidirectional robot. For this reason, a model of the soccer
robot was developed for Gazebo. The robot model is shown is shown in Figure 5.4. It consists of four
omnidirectional wheels with 20 cross wheels each. The cross wheels can roll freely, the main wheels are
actuated joints that can be controlled using ros_control.

(a) Omnidirectional wheels (b) Full Gazebo robot

Figure 5.4: Gazebo model of the soccer robot

A Gazebo model requires some physical parameters. The mass and inertia matrix was determined
from the CAD model of the soccer robot. Due to its light weight of only about 3.4kg, the inertia matrix
terms where rather small (in the order of 1e-7), which caused some instabilities letting the model crash
sometimes. Scaling the terms improved stability.

26 5 Framework Implementation



The robot model touches the ground with its cross wheels. Translation of wheel rotation to movement
over ground, requires friction between cross wheels and ground. Here, the major issue are the contact
points. The cross wheels are modeled as flat cylinders to simplify collision handling and thus improve
performance. The contact can not be modeled completely stiff, otherwise, wheels would loose contact
as soon as the robot accelerates and thus tilting due to its inertia. The physics engine provides stiffness
and damping parameters for contacts, but they have to be tuned manually.

To sum up, the omnidirectional robot model can be used to test dynamical movement. It shows similar
behavior to the real robot, like rotating while moving sidewards. However, the movement is still unstable
and the robot can tilt over easily or other unexpected behaviors occur such as rolling forward just before
stopping. A more detailed look in inertia and mass configuration is necessary and the contact modeling
needs to be improved. Additionally, the simulation does not run in real time on a notebook with 2.6GHz
CPU.

Experiments thus focused on the real robot, as it was available and easy to use anyway. Some exper-
iments were done with a simple simulator that also enabled systematic manipulation of the simulation
model of the robot. This is explained in section 6.1.2.
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6 Results and Evaluation

The goal of the evaluation is to measure the learning performance and to compare different meth-
ods. The methods can not be executed in parallel or on offline data, because the calculation of action
compensations depend on the current model and will thus influence the data that is fed into the model.

For this reason, the movement should be repeatable for each method to enable comparability. For
this purpose, several scripts were developed in Matlab that generate different types of trajectories. The
trajectories encode set points for each action dimension over time and are executed without feedback
controllers. Both robot platforms had separate controllers based on odometry for individual wheels,
though.

The trajectories can be executed multiple times to see the improvement over time and updating the
model can be switched off to test the prediction only, as explained in section 5.2.1.

6.1 Soccer Robot

The soccer robot has an omnidirectional drive train with four wheels, thus movements in three di-
mensions can be commanded. The following section will introduce the trajectories that were used for
evaluations. Afterwards, detailed results from simulation and from the real robot are shown.

6.1.1 Trajectories

A smooth trajectory is important to ensure that the robot can execute the commands. For this reason,
all trajectories are build such that the velocity and acceleration are continuous and within reasonable
limits. The wheel axes all cross the center point of the robot. If the robot rotates in place, there is only
few slippage between wheels and ground and thus odometry can be computed accurately. The motor
controllers use odometry sensors to ensure that the wheels will rotate with a given velocity. Therefore the
experiments will focus on evaluation of movements in the x-y-plane. Due to the asymmetric installation
of the wheels, the robot requires rotational compensations on side movements, so compensation on all
three dimensions is still required. In all experiments no rotation of the robot is commanded thus the
robot is facing the same direction all time.

Circle

The circle shape shown in Figure 6.1a moves the robot on a circle while keeping the orientation constant.
This movement covers all movement directions in the x and y direction. As the robot needs to accelerate
to a constant speed, before entering the circle movement, the whole trajectory consists of an acceleration
and decelerating half circle and a full circle.

Curved Rectangle

A circular movement does not include any straight movements. Therefore a curved rectangle (see Figure
6.1b) was chosen that moves the robot straight in 90° steps with smooth curves. This way, straight and
side movement is covered as well as curves.
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Figure 6.1: Different types of trajectories used for evaluation

Star

The star shape shown in Figure 6.1c is useful to cover straight movement in many movement directions.
It consists of 16 straight trajectories with forth and back movement. This trajectory composition covers
a large input space. It is used to evaluate the complexity of different methods.

One star shape takes about 63 seconds, so it is also a good evaluation of the runtime performance of
the methods.

6.1.2 Simulated Soccer Robot

Evaluation was first done in simulation. There was no simulator available for omnidirectional robots that
integrate into ROS by default, so in order to test the integration of the framework into ROS, a Gazebo
model was developed. This has already been described in detail in section 5.3. The Gazebo model was
designed to simulate the physics of the omnidirectional wheels and their cross wheels. Unfortunately,
the simulation did not work well as unexpected movements made the robot unstable. Additionally, the
simulation did not run in real time due to computational complexity.

For the evaluation of the framework, a more predictable and more controllable simulation was re-
quired. The team TIGERs Mannheim has an integrated simulator for their robots in their software
framework. The simulation is not based on a physical model of the robots, but is rather considered ideal.
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The three dimensional velocity consist of straight movement (x), side movement (y) and rotation (w)
and is applied with a simple linear model:

vt+1 = vt +
�

vtar get − vt

�

= vtar get

pt+1 = pt + vt d t
(6.1)

where vtar get is the three dimensional commanded target velocity [x , y, w], vt and pt the current velocity
and position and vt+1 and pt+1 the next velocity and position respectively. d t is the simulation timestep.
In this model the robot will immediately reach the target velocity.

This simulation was modified to make the robot behave less ideal which is obviously required to learn
some action compensation. First, each dimension got a friction coefficient:

v f r ic t ion = µvtar get (6.2)

Where µ is the friction coefficient, which was set to [0.7, 0.9,1] for the evaluation runs.
Next, to make the model non-linear, damping was introduced:

vdamp = v f r ic t ion + k
�

v f r ic t ion − vt

�

(6.3)

where k is the damping factor which was set to [0.3, 0.3,1].
Finally, to get some dependency between the dimensions an observation from the real robot was

added. The real robot moves in a curve when driving sidewards. This can also be put into the model:

v x
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(6.4)

The robots rotation depends quadratically on the sidewards speed. So, for small sideward movement,
there is only small rotation, but for fast side movement, more rotation will be added.
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Figure 6.2: Uncompensated sideward movement of the simulated soccer robot
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The simulated robots can be controlled using the same protocol that is used for the real robots. The
current state of the robot is also sent in the same way as for the real robot. Section 5.2.1 describes the
communication in more detail. The current state of the real robot is delayed by about 200ms, which is
caused by processing time of the camera images, filtering and communication. This is one of the main
motivations for applying a feedforward controller. Therefore, for the simulated robot the current state is
also artificially delayed by 200ms.

Figure 6.2 shows the behavior of the simulated robot for a simple sideward movement. The delay is
already removed. The friction prohibits the robot from reaching the target velocity, the damping delays
the reaction to the commanded target. The robot moves in a curve, which is the result of the added
rotation.

Comparison of Different Input Types

In section 4.3 a comparison of different types of inputs are introduced. Four different variants are shown
in Figure 6.3 for three different learning methods. All runs used the curved rectangle trajectory, as
mentioned above. For each run, the trajectory was executed seven times. For the last two iterations,
updating the model was disabled. The plots show only a subset of all iterations. The comparison is done
using the Root Mean Squared Error (RMSE) of the velocity.
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Figure 6.3: Comparison of different input types for three learning methods. The trajectory was a curved rectangle.
Five iterations were executed with model update, another two without. The plot shows the RMSE of
velocity, summed up over all dimensions.

There are four variants of input. Target velocity only, target velocity and previous target velocity, target
velocity and current velocity and target velocity with acceleration (calculated with the previous target
velocity).

The results are consistent among all three learning methods. Using only the target velocity is not suf-
ficient due to the robot dynamics are too complex. The robot dynamics do not just depend on the target
velocity, but also on the acceleration. Using the last two target velocities improves the compensation.
This is reasonable, as they are indirect information about the robots acceleration.

Using the current velocity of the robot is comparable to using the previous target velocity. Though,
the current state is delayed. In this example, the delay is 200ms. The robot accelerates to travel speed
in 750ms. Intuitively, the input should contain the current velocity, because the compensation should
not only depend on the commanded velocity. However, the results show that using the previous target
velocity works better. Experiments with the real robots also showed that using the current state makes
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the prediction less smooth. The current velocity will always contain some noise. The noise will be
propagated through the model to the action command, resulting in noisy commands.

Finally, the input was complemented by the current acceleration. It can be easily calculated using the
current and previous target velocity and the time difference. The timestamp is provided by the action
command, so the calculated acceleration will match exactly the commanded one and should be smooth
as long as the original action was smooth as well. Thus, there is no noise that could be propagated to
the compensation. Providing the acceleration reduces the RMSE significantly compared to only using
the target velocity and outperforms the other methods as well.

Figure 6.4 shows an excerpt of the trajectory from the last iteration of the LWPR run, shown before.
On the left, the input only includes the target velocity, on the right, it also includes the acceleration. The
compensation, that is returned by the learning method, is also included in the plot.

The plots show the observations, that were mentioned before. Without acceleration, the velocity can be
compensated such that it reaches the desired value in a plateau. But during acceleration, the simulated
damping can not be compensated. With acceleration in the input, the damping component can also be
compensated.
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Figure 6.4: Comparison between input with and without acceleration. The left plots show an excerpt of the
trajectory from the last iteration of a LWPR run with the curved rectangle trajectory with only the
target velocity in the input. The right plots show the same setup, except with acceleration in the input.
The individual plots show the target velocity, the actual state and the compensation that is returned
from the compensation model.

Comparison of Learning Methods

The trajectories introduced above were applied to three different learning methods, LWPR, SOGP and
RLS. Figure 6.5 shows the compensated movement after five iterations for each method. For reference,
the uncompensated behavior is also shown.

The best tracking is achieved by SOGP, followed by LWPR which had difficulties to track the star
trajectory. RLS, the method with the simplest model, compensates errors significantly, but still has major
divergences compared to the other two methods. This is due to the simple linear model, which can not
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Figure 6.5: The plots show the movement result for different methods for the three introduced trajectories. Results
from the fifth iteration for each method was chosen.

cover any non-linearity’s. Especially the additional rotation that is based on the sideward speed in the
simulation cannot be handled and will thus result in insufficient rotational compensation.

LWPR uses linear models internally, but can combine them to approximate any non-linear function,
while SOGP is based on a Gaussian kernel. The results show, that the kernel is slightly better.

Figure 6.6 shows the full results of the evaluations described before. The Root Mean Squared Error
is used to compare the methods over multiple iterations. A simple proportional feedback controller was
additionally added for reference. The evaluation setup is the same as in the previous figures, with five
iterations each with one using model update and two without. The RMSE is calculated per dimension
and summed up.

The results for different trajectories are similar. A major difference between them is the duration, the
curved rectangle takes 8 seconds, the circle 14 seconds and the star 63 seconds.

As already shown in the previous figure, SOGP is the best method followed by LWPR and RLS. This
is already true for the second iteration. RLS is slightly better in the beginning, as can be seen in the
shortest trajectory. LWPR is even worse than the feedback controller in the beginning. It does not work
well for few seen data samples and generates some unproductive compensation in the beginning, but
works with more data.

It can also be seen, that the feedback controller has still a significantly higher error compared to all
three methods.

The last two iterations in the figure were done without updating the model to force the controllers to
only work with their current model. LWPR and SOGP have approximately the same error in iteration six
and seven as in iteration five. RLS has a simple model that is updated continually. This results in a worse
result in the last two iterations than in iteration five.

Processing Time

The processing time is an important criterion for practical application of the method. It can be split
into two components, the time for updating the model and the time for predicting a compensation. The
update time is not as important as the prediction time, because updates are done asynchronically, but
the prediction delays the execution of commands and should thus be low.
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Figure 6.6: The figures show the RMSE for different learning methods and for different trajectories from simu-
lation. Additionally, the RMSE for uncompensated execution and for a simple feedback controller is
shown for reference. In all runs, the last two iterations were executed without model update.

Figure 6.7 shows processing time for different learning methods and different trajectories. The tests
were run in simulation on a computer with a mobile Intel i7 CPU with 2.6 GHz. The timings for the real
soccer robot are comparable, though there were some results missing for RLS due to unstable behaviors,
so the simulated results were used instead.

It can be seen, that the processing time depends on the type of trajectory. The more complex the
trajectory, the more has to be covered by the compensation model and thus, complexity and processing
time increases. The processing time does not depend on the runtime. After the first iteration, it is already
at a constant level.

The update time of SOGP is significantly larger than for the other methods. Gaussian Process is known
to be rather small, because of the internal matrix inversion. SOGP keeps the processing time low by
removing data samples that do not add sufficient information, but it is still not fast. The prediction time
is much faster. It only requires a matrix multiplication, no inversion. Still, it slower than LWPR and RLS.

LWPR is the fastest of all three methods with an average prediction time of 65µs and update time of
100µs for the star trajectory.

All methods can be considered sufficiently fast. If the control cycle has a frequency of 1kHz, one
control step may not take more than 1ms. The highest prediction time of all methods was about 0.5ms.
The update is done asynchronically and with an update rate that is based on state updates. A fast sensor,
like a gyroscope, can have an update rate of about 1kHz which would be too fast for SOGP, but still
tractable for LWPR and RLS. The evaluated robots had states based on vision and laser scanners which
have an update rate of about 30 to 100 fps, giving 10 to 33ms processing time. This would be enough
even for SOGP.
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Figure 6.7: Processing Time for different learning methods in simulation. Processing time is split into update and
prediction time. The last two iterations were done without updating the model.

6.1.3 Real Soccer Robot

The real soccer robot was controlled in the same way as the simulated one. The robot receives velocity
commands and uses an internal kinematics model to calculate wheel velocities. Feedback controllers
were turned off. The velocity was directly applied to the wheels without any filtering except for an upper
velocity limit for safety reasons. The wheels itself where controlled with odometry feedback.

The evaluation was done with the trajectories introduced above. Additionally, the robot was driven to
an initial pose on the field after each iteration using move_base. This was necessary, because the test
field had limited space and the trajectories ignore any field boundaries. The affw controller was not used
for driving back to the initial pose, to ensure comparability of individual iterations.

Issues with the Real Robot

During the development process, there were some issues with the real robot, that influenced the perfor-
mance of the adaptive controller.

First, it turned out that there was an error in the transformation from the global velocity as received
from the cameras to robot local velocity. When the robot performed a curve movement with a constant
forward and rotation velocity, a sideward movement was detected. The adaptive controller tried to com-
pensate this sideward movement, but as there was no real side movement, the robot moved sidewards
afterwards. The controller can obviously not work correctly, if the given state is wrong. For this reason,
it is very important to verify that the reference state is reasonable.

Also, the detection of the orientation of the robot from the cameras was not very accurate and differ-
entiation to velocity produced a very noise signal. In order to detect more fine grained rotations, the
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gyroscope on the robot was used for rotation velocity. This improved the quality of the rotation input
significantly.

Another important parameter is the delay of the state. The soccer robot has a very high delay of about
200ms. Due to the distributed system that is not part of ROS, there are no timestamps available that
could be used to detect the delay automatically. Setting the delay wrong can have major influence to
the performance of the controller. Without setting a delay, the adaptive controller would compare target
and measured state at a wrong time, resulting in unpredictable and unwanted behavior. Section 5.2.3
describes this issue in detail.

Real Robot Behavior with and without Compensation

The behavior of the real robot is obviously a little bit different compared to the simulation. Figure 6.8
shows the circle trajectory without compensation. During one iteration, the robot rotates 90° due to the
slippage of the wheels that occur during the circular movement. The velocity plot shows that the robot
rotates especially during sidewards movement.

Figure 6.9 illustrates the same trajectory after five iterations of LWPR. It should be noted, that as there
is no feedback controller on position level, thus all control errors are accumulating over time. Although
the position error is not used as reference, if the measured velocity is incorrect as well, the robot will not
learn the correct compensation for exactly tracking the desired trajectory.

It can be seen from velocity and position plot that during this experiment the orientation is close to
the target with exception for some noise. The forward and sideward velocity fits the target velocity well
and on position layer, there is a final error of about 20cm.

Comparison of Learning Methods

In section 6.1.2 the methods were already compared for the simulation. Experiments with the real robot
showed similar results, but also some major differences. The results are shown in Figure 6.10.

First, the feedback controller did not work well. It showed no improvement over uncompensated
control and resulted in even worse results for the circle trajectory. It turned out that this is mainly due
to differences in the rotation. While it can improve tracking on the x and y dimensions, it produces
oscillations on the rotation dimension. The rotation is prone to high noise and has sudden non-linear
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Figure 6.8: Uncompensated circle trajectory with the real soccer robot.
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Figure 6.9: Circle trajectory with the real soccer robot after five iterations with LWPR. The velocity plots also show
the compensation term that is calculated by LWPR to compensate the movement.

changes, while x and y dimensions are smoother. The delay of 200ms causes a high reaction time.
Rotation compensations are thus usually too late and can cause undesired behavior.

The feedback controller is designed to be similar to the learning methods. It uses the same delay and
the same compensation terms that would be used for the learning methods. A well designed feedback
controller would rather work on a predicted current state than on the true delayed state. However, the
feedback controller helps understanding the results of RLS.

While LWPR and SOGP show comparable results to the simulation, RLS does not work well. For the
curved rectangle, the best results are achieved in the last two iterations, when model updates were
disabled. The previous iterations and all iterations from the circle trajectory are worse than without
compensation.

Previous experiments in simulation showed, that the RLS model is too simple to model the rotation
compensation and needs to adapt continually. A forgetting factor is used for setting the adaption speed.
A higher value may improve the results, but setting the factor too high will slow down convergence too
the optimal compensation term. Additionally, the model needs to continually adapt due to its simplicity,
so a low forgetting rate would be inappropriate.

In the experiment, a forgetting factor λ = 0.99 was used. Detailed analysis of the RLS runs showed,
that it reacted similar to the feedback controller. It was not able to build a model that captures the
compensation terms correctly, resulting in continual adaption that degenerates the behavior similar to
the feedback controller.

RLS was thus not applied to the star shape, as this has resulted in unstable behavior and therefore no
promising results were expected given the results of the simpler trajectories.

LWPR and SOGP performed indeed well. Figure 6.11 shows the results of all methods after five
iterations.

LWPR did not work well with few data samples. The prediction of compensation terms can get very
spiky causing the robot to move uncontrollable. SOGP is better at dealing with few data, but in general,
it is better for all methods to start prediction after they have seen a reasonable amount of data, so they
can not generate harmful compensation predictions. For this reason, the controller has a parameter
max_nData = 800 that can be used to skip prediction for the first 800 samples. As the controller should
be used online over a longer period of time, this is no drawback in terms of the applicability of the
controller.
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Figure 6.10: The plots show the RMSE for different learning methods and for different trajectories for the real soc-
cer robot. Additionally, the RMSE for uncompensated execution and for a simple feedback controller
is shown for reference. In all runs, the last two iterations were executed without model update.

Evaluation of Performance on a Major Malfunction

The biggest motivation to use an adaptive controller is that it can react automatically to malfunctions.
In order to test this, the motor of the rear right wheel was electrically disconnected, so that the wheel
could still move freely. This simulated malfunction causes the robot to drive in a curve, when forward
movement is commanded.

The first task was to drive in a straight line back and forth, starting with an empty model. Figure 6.12
shows the continuous improvement, using LWPR and SOGP. The first plot shows the uncompensated trial
where the robot performs an expected curved movement. The wheels are not attached symmetrically,
so the backwards movement differs from the forward movement. This is why the robot will not arrive
on its initial position, though the trajectory of the backwards movement is simply the negative forward
trajectory.

The experiments show, that SOGP is not able to fully compensate the movement. LWPR with default
parameters showed similar results to SOGP, but it has a build in forgetting factor that can be tuned.
It turned out, that the forgetting factor was too large. The compensation model requires adaptation,
because the action compensation is iteratively approximated. If the compensation term is not achieved
within some samples, the learning methods need to forget the previous ones. LWPR achieves this by
setting an initial forgetting factor λ to each receptive field. This factor is further increased over time, if
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Figure 6.11: The plots show the movement result for different methods for the three introduced trajectories. Re-
sults from the fifth iteration for each method was chosen.
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Figure 6.12: Robot behavior, when rear right wheel is disconnected.

more data is associated with the receptive field. For the experiment, the factor was changed to λini t =
0.99, λ f inal = 0.999.

SOGP has no notion of forgetting. The model is based on data samples that causes compensation
terms that have not converged to the correct value will stay within the model until sufficient new data
was inserted into the model to remove the old data sample. The model will slowly adapt, but the
adaptation speed can not easily be influenced.

The assumption, that the missing notion of forgetting caused insufficient compensation, was proved
by continuing the experiment. The learned models for LWPR and SOGP were reused, but the motor was
reconnected again, so that the robot would move straight again without compensation.

Figure 6.13 shows the result of this experiment. The compensation within the models cause the robot
to turn towards the opposite direction now, because there is still a compensation within the model. LWPR
adapted after the first iteration, but SOGP could not recover even after the fifth iteration. It can be seen
though, that it converges slowly towards straight movement. This supports the previously explained
assumption, that the model can only slowly forget data, because it is only based on data samples.
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Figure 6.13: Robot behavior, when rear right wheel is reconnected after model has learned compensation of dis-
connected wheel.

6.1.4 Summary

The adaptive controller improves the movement of the soccer robot significantly. The robot showed
motion errors on all three action dimensions. Especially the rotation dimension has major deviations
from the target command that depends on multiple input dimensions.

While all three learning methods showed improvements in simulation, it turned out that on the real
robot, RLS was too simplistic to improve movement. Further analysis of LWPR and SOGP with a simu-
lated malfunction showed, that SOGP suffers from its sample based model. A forgetting mechanism is
missing that would control how fast the model can be adapted to new situations. LWPR can be tuned to
react very fast to a system change.

In terms of processing time, all methods were fast enough to be applicable in a high speed controller.
Though, SOGP is significantly slower compared to LWPR.

6.2 Rescue Robot

The second robot platform that was evaluated differs significantly from the omnidirectional soccer robot.
It has a tracked differential drive. This means, it can drive forward and backward on the first action
dimension and rotate on the second one. Those dimensions are also the only dimensions where errors
can be compensated. The robot is larger and much heavier and interacts in a completely different
environment.

The tracked vehicles is actuated by two tracks with odometry sensors for controlling rotation speed.
Driving forward on an even floor does not produce noticeable slippage and the motion model will thus
be accurate, but rotation in place or driving curves induces significant slippage between ground and
tracks. The robot will also operate in uneven terrain. It has an IMU that measures the pose of the robot,
which can be used as additional input to the adaptive controller.

This section is structured similar to the previous one. First, trajectories for evaluation are introduced.
Afterwards, results for the real robot are shown. There was also a simulation for the robot, but it was
not used for evaluation, because the methods were already evaluated in detail for the soccer robot and
special behavior like sloping position was not available in the simulation.

6.2.1 Trajectories

There are three trajectories that were used for the evaluation that are shown in Figure 6.14. The first
trajectory is a simple 360° rotation in place. The rotation speed was constant with a smooth acceler-
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ation and deceleration phase. A rotation of 360° was chosen to make it easier to visually verify the
performance. The robot should ideally be on the initial position after executing the trajectory.

The second trajectory builds a full circle. This is achieved by simply adding a constant forward com-
mand.

The third trajectory is a rotation in place again, but this time, with cosine velocity instead of a plateau
phase. Smooth acceleration was ensured again. The trajectory is separated into acceleration and de-
celeration phases again and executes two phases of a cosine. The trajectory can be used to test the
compensation models for varying velocities.
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Figure 6.14: Trajectories for rescue robot evaluation

6.2.2 Comparison of Different Learning Methods

The performance of the three learning methods LWPR, SOGP and RLS can be compared to the results
from the soccer robot. Figure 6.15 shows a summary of the results. The trajectories for the rescue robot
were much simpler compared to the ones of the soccer robot.
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Figure 6.15: RMSE for different learning methods for the rescue robot

The methods were all able to improve trajectory tracking and their performance is comparable. While
all methods could deal with the significant amount of noise in the measured state, there were some
spikes in the compensation terms, especially in the first iterations. LWPR tends to predict very jerky
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output, if it does not have enough data, so prediction was delayed until about 800 data samples had
arrived.

SOGP turned out to rely on good hyperparameters. The bandwidth of the kernel has an impact on the
stability of the kernel and can cause singularities which result in NaN values in the prediction output,
destroying the whole model.

The performance of RLS mainly depends on the forgetting factor. Setting it too low (high forgetting
rate) lets the model react too much on noisy data, while setting it too low will delay the reaction on
changes.

Using more complex trajectories would have been more complicated than for the soccer robot, be-
cause the large robot requires more space and can be damaged or damage its environment more easily.
Complex trajectories were thus only tested with the soccer robot. Instead, there is an experiment that
uses additional custom states for the learning methods, described below. Results of this experiment are
skipped here.

6.2.3 Simple Rotation

The experiments with the rotation trajectory on flat ground showed that the compensation can be
adapted after the first iteration, even in the presence of noise. SOGP and RLS predicted first reason-
able adaptations before the end of the first iteration. The prediction of LWPR with few data samples is
unreliable, thus the first iteration was worse than without compensation. In later experiments, prediction
was blocked until a sufficient amount of data was recorded.

Spikes in the forward dimension can cause sudden jumps forward or backward. The longer the adap-
tive controller runs, the less likely this happens, because sufficient data supports the certainty, that the
spike is a measurement error.

The measured global position of the rotation is not constant, but builds a small circle of about 10cm
diameter. Further experiments showed that this depends on the flipper positions, which influence the
area of the tracks that touch the ground. Lowering the flippers, so that they are horizontal, lets the robot
turn in a large circle of about half a meter diameter. Raising the flippers resulted in bad sensor data,
because the flippers handicapped the laser sensor.

The circle movement during a rotation can not be compensated, because it is a result of sidewards
slippage.

6.2.4 Moving in a Circle

The circle trajectory, introduced before, should show the ability of the controller to compensate on both
action dimensions. It was executed on an even floor. Figure 6.16 shows the position tracking of the
trajectory for uncompensated movement and for compensated movement with SOGP and LWPR after
four iterations.
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Figure 6.16: Position tracking of the circle trajectory with LWPR and SOGP.
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Both methods are almost identical but still, the position is not tracked exactly. The radius of the
circle is closer to the target, but it does not have a perfect round shape. A closer look at the velocity in
Figure 6.17 reveals that both action dimensions are tracked well, but the forward speed is a bit jerky and
seems do be not constant. The command is constant, too, so the reason for this behavior might be the
ground or the internal low level controller of the robot. There could be some oscillations in the internal
feedback loop of the track speed controllers. It is also possible, that the laser scanner reports a wrong
measurement.

Figure 6.17: Velocity tracking of the circle trajectory with LWPR. The plots show the target velocity and the mea-
sured velocity as reported by the laser scanners. Additionally, they show the action compensation
that was calculated by the adaptive controller.

Another issue that can be figured out from the sideward velocity plot, as the low measured sidewards
velocity of the robot can not be compensated due to the missing action dimension. This will have
influence on the position tracking and might be the reason for the imprecise tracking of the circle.

6.2.5 Rotation on a Ramp

The rescue robot will likely operate in uneven terrain. If the robot moves on a slope, it may slip down-
wards. The robot has an IMU that can measure the pose of the robot, namely roll, pitch and yaw angles.
Yaw is used for for rotation, but pitch and roll represent the slope to the front and side.

The adaptive controller works with custom inputs as well. They are simply appended to the input
vector. From now the rescue robot uses roll and pitch as additional input.

An experiment was designed, where the robot should perform a full 360° rotation on a ramp. In
theory, the robot would rotate in place on the ramp and stop exactly on its initial position.

Figure 6.18a shows the initial setup of the experiment. The robot is positioned on top of a ramp. The
ramp had to be fastened to the wall, because otherwise the robot would push the ramp away as soon as
it touches the floor. The Figure 6.18 shows the final position after the 360° rotation. LWPR and SOGP
were repeated three times. RLS could not be applied, as it was too unstable and could damage the robot.

It can be seen that without any compensation, the robot will significantly move down the ramp and
rotates about 70° too far. SOGP almost keeps the robot on the ramp while rotating a little too less. LWPR
reaches the initial orientation exactly, but still drifts down the ramp.

Figure 6.19 shows the results in more detailed fashion. Without compensation, the robot slides down
the ramp and stops about 1m from the initial position. With compensation, this is reduces to about half
the distance. The velocity plot of uncompensated movement shows that the robot slides down relative
to the orientation. Additionally, when starting to face down, rotation gets faster.
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(a) Init (b) no comp. (c) LWPR (d) SOGP

Figure 6.18: Initial and final position on a 360° Rotation on a ramp with LWPR and SOGP.
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Figure 6.19: 360° rotation on a ramp with LWPR, SOGP and without compensation.
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The velocity plots of the learning methods demonstrate that forward and rotational velocity is com-
pensated correctly, so that both actions fit to the commanded target. The magenta colored line shows
the used action compensation from the individual models.

The reason for the large distance that the robot still slides down is the occurring sidewards movement.
The robot can obviously also slide sidewards, but there is no possibility to compensate this with the
adaptive controller.

6.2.6 Summary

All three methods performed well during the evaluations. They showed similar issues as with the soccer
robot. LWPR requires sufficient data to predict smooth compensations and performance of SOGP and
RLS depend on the selection of certain parameters.

Even though the measured velocities were very jerky and noisy, this did not influence the performance
of the adaptive controller, given that the controller has seen sufficient data in past.

In contrast to the soccer robot, the rescue robot only used two instead of three action dimensions, but
additionally got two custom inputs, the roll and pitch angles from IMU. Those additional states were
used to compensate slippage on a ramp. Experiments showed that those inputs supported successfully
to track the reference rotation speed correctly and to reduce slippage down the ramp by about 50%.

Having only two dimensions for compensation turned out to be insufficient to track the desired global
position. As soon as the robot rotates, there is also a sidewards movement part that is not compensable
and adds to the position error. Experiments showed, that the amount of sidewards movement depends
on the flipper position and could be reduced by tuning the position of the flipper. The flipper position can
be added as a custom input to the learner so that the compensation can depend on the flipper position
as well, but it can not be used as an additional action command as there is no suitable reference signal
that could be measured. Alternatively, this behavior could be compensated on a higher level of control.

All experiments were done under controlled conditions. As soon as there are external influences that
the robot can not measure yet, like rough or moving terrain, the controller has no reference on which
it can learn individual behavior and has to adapt continually. In this case, a carefully tuned forgetting
factor is important. LWPR has a good mechanism for this, while SOGP has no notion of forgetting at all
and will thus require a lot of data, before adapting. RLS requires fast adaptation due to a very simple
linear model, thus a well tuned forgetting factor is required anyway.

Given a good choice of forgetting capability, the methods should be robust against situations like
hitting obstacles, but further tests are required to prove this assumption. It may reasonable to activate
the model update only under controlled conditions, for example during setup, or if bad tracking of
velocity is detected by the operator.

6.3 Feasibility of the Evaluated Methods

In the previous sections, all three methods (LWPR, SOGP and RLS) were tested on two different robot
platforms in terms of compensation performance and computational complexity. In order to use the
methods in practice, their models should also be memory efficient and persistent to avoid relearning
everything after each robot startup. The following subsections describe the memory usage and storage
of each method.

6.3.1 LWPR

LWPR is written in C with a strong focus on performance and memory efficiency. It uses batch allocation
of memory to avoid frequent calls to malloc. So called receptive fields store the local linear models and
are added and pruned in the learning process. If more receptive fields are required than their is memory
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available, a new chunk of memory is allocated. The number of receptive fields depend on the complexity
of the model and some hyperparameters such as the distance metric.

The authors of LWPR also implemented their method on a micro controller. The soccer robot has an
STM32F746ZG with 216MHz and 320kB static RAM. During this thesis, the LWPR implementation was
adapted to run on this microcontroller. To save memory, all double variables where converted to float.
About 160kB of memory where available. The porting was successful. Model updates and predictions
where possible, but as soon as the model got more complex, the system ran out of memory. The upper
limit for receptive fields was 16. However, this experiment showed that LWPR can basically run on a
low-level system.

LWPR can store the whole model in a binary or XML file. The experiment with the soccer robot and the
star shape required 37 receptive fields for each of the three action dimensions after the seventh iteration,
resulting in a binary file size of 241kb.

6.3.2 SOGP

Gaussian Process builds its model on the training data. SOGP is an extension to standard GP, where data
is pruned to maintain a maximum amount of data. The maximum capacity was set to 100 during all
experiments. SOGP maintains three matrices: alpha (N x Dout), C (N xN) and Q (N xN) where N is the
capacity and Dout the output dimension. Additionally, it maintains up to N basis vectors (1x Din, where
Din is the input dimension) for checking the novelty of new data. Due to the fixed capacity, the maximum
memory usage is limited.

The experiment with the soccer robot and the star shape required 100 basis vectors. The model is
stored in a simple text format and required 353kB on disk. In memory, the usage is about 170kB for 6
input fields and 3 output fields.

6.3.3 RLS

RLS is based on a linear model and does not need to remember any training data. It uses two matrices
to maintain its state: w (1x Din) and P (Din x Din). The memory usage is thus fixed. For 6 input fields,
about 450B are required per output dimension. The model is stored in the same text format as SOGP
and requires about 2kB per output dimension.
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7 Conclusion

During this thesis, a framework for an adaptive feedforward controller was developed. A ROS-
independent library with multiple online learning methods was created and integrated into ROS. It
uses standard messages and is thus easily applicable to new systems. The evaluation was successfully
done on a small omnidirectional soccer robot and a large tracked rescue robot.

The developed adaptive controller is based on a compensation model that is used in conjunction with
an existing motion model of the given system. Compared to approaches, which learn the whole motion
model, the compensation model benefits from being used without any setup phase. As long as there is
no data available, the compensation is zero and the default motion model controls the robot.

Multiple methods were analyzed in terms of applicability in the controller and three methods were
chosen for further evaluation. All three methods were able to improve the tracking of a given trajectory
and processing time was fast enough to be usable for high speed control.

Recursive Least Squares was the simplest of the three methods. Due to its simple internal model, it
can only store linear dependencies between input and output. While it worked well as long as action
compensations were almost linear, it showed poor results on more difficult scenarios.

Sparse Online Gaussian Process uses the approximation power of Gaussian Process Regression to fit
non-linear dependencies as well and performed very well especially in simulation. However, it was not
able to change the existing model within a reasonable time when the system behavior changed, due to
the purely data-based model. The method can thus not adapt to a major malfunction or a significant
change in terrain.

Locally Weighted Projection Regression turned out to be a very powerful method for online learning.
It is fast and achieves good approximation. The build-in forgetting mechanism is important for continual
adaption, even if the system behavior changes. One of the major disadvantages of LWPR is its behavior
when only few data samples are available, but this is only relevant for newly created models.

The adaptive controller successfully improved the tracking of a reference trajectory for both, the soccer
robot and the rescue robot. The default motion model of the soccer robot produced major rotation
divergences that depended on translational velocity and acceleration when moving. The controller was
able to almost eliminate this divergences after a few repetitions of the same trajectories. Problems were
encountered, when the robot was moved fast and lost contact to ground. However, this can be considered
as a physical limitation of the robot platform.

Evaluations on the rescue robot additionally showed successful usage of additional input dimensions.
Using the roll and pitch angles of the robot pose, the robot was able to compensate rotational velocity
on a ramp and reduced translational slippage within the robots capabilities. The controller worked well
even in the presence of noisy measurements. One of the major problems on the differential robot was
the missing third action dimension. Sideward movement due to slippage could be measured, but can not
be compensated directly. This resulted in imprecise position tracking.
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8 Future Work

The adaptive feedforward controller was applied to two robot platforms. The concept of this controller
is not limited to ground vehicles, but could also be applied to any other system like humanoid robots.
Given a model that uses for example a forward velocity command as input and provides sensors for
measuring the resulting velocity, the adaptive controller can be applied as well. In case of a humanoid
robot, the model could calculate the step size based on the commanded velocity.

The input dimension of the controller in the experiments was rather low. More states of the robot
platform could be used. With more information, the compensation model could adapt more specifically
to individual states, such as terrain properties. On large robots, the joint positions may also be relevant.
The rescue robot has flippers attached to the tracks that have a major influence on the rotation speed
and in uneven terrain, the position of the arm that is attached on top of the robot, may also have an
influence.

When the controller is initialized with an empty model, prediction of the compensation term can be
jerky until sufficient data has been seen. If the prediction is blocked in the beginning, there will be a large
jump in the action compensation as soon as the prediction becomes unblocked again. If the robot applies
the command directly, this can damage the robot in the worst case, but will at least result in short jerky
movement. This does not happen often, but a mechanism to avoid such behavior would be desirable in
the long term. A possible solution could be to add an additional layer that smooths intermediate action
compensations.

The adaptive controller for the soccer robot had been executed on a remote computer, because the
robot only provides a micro-controller at the moment. First attempts to implement LWPR on the micro-
controller were successful and showed practical performance even in a control cycle of 1kHz, but the
memory size was not sufficient to store the whole model. In the future, a more powerful computer, like
a raspberry pi could be added which provides enough computational resources. In the mean time, a
look-up table could be used to store a previously learned model.
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